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Abstract

This dissertation investigates the semantics of exisibaintences (existentials) such as

1).
(1) There’s whiskey in the jar.

Most semantic literature on existentials has focused osdhealled definiteness effect
(DE), namely the observation that certain NP types do nalyeascur in the construction.
Here it is argued that it is profitable to set the DE aside akdrawe directly what propo-
sitions are expressed by existentials and how such propusiare formed. In answer to
this question an analysis is proposed in which the main pageliof an existential is the
post-copular NP (the “pivot”, e.gvhiskeyin (1)). This predicate has a single argument
which is implicit and which must be interpreted as a set. Talee of this argument is
determined by context or by contextual modifiers expresgethé constituent following
the pivot (the “coda”, e.gin the jarin (1)). A formal semantics encoding this theory of
existential propositions is developed and its advantag@scounting for the range of in-
terpretations available to simple existentials is denratest. Various phenomena are ana-
lyzed, some of which have not been noted or have not beenzathily the literature. These
include existentials with quantified codas and multipleaxyagdjectival codas, part-whole
readings, codas with free relatives and the licensing @ éfeoice items. An approach to
the DE is presented which relates it to the predicative eatfipivots. An analysis of pivots
guantifying over kinds (McNally 1992) is sketched out whichurn facilitates an analysis
of the diffrential distribution of NP types in English and deyn Hebrew.
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Chapter 1
Introduction: the existential question

This work deals with the semantic content of existentialstaurctions (existentials), exem-
plified by the italicized sentence in (2).

(2) There are problems in these timésit none of them are mine.
(Lou Reed, Beginning to see the light, 1967)

Specifically, its main aim is to provide an answer to the goash (3).

(3) The existential question
What propositions do existentials express, and how do theedo express them?

Despite its apparent immediacy, the existential questamrarely been addressed di-
rectly and in its own right in the extensive semantic literat Rather, answers to this
guestion have been given indirectly, with other issues engrammar of existentials in
mind. Specifically, the attention of researchers has fatuwsetwo issues: theefinite-
ness effeatxemplified in (4) and to a somewhat lesser extent alspibdicate restriction
exemplified in (5).

(4) Thereis a phone/ no phone / ??every phone in the office.
(5) There’s a librarian available / *diligent.

This work redirects the focus of attention to the existédrmjiestion and argues for a new
answer to it.
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For many cases the existential question seems rathei.tivisentence like (6) seems
clearly to express a proposition that is true if some phorsetihe property of being in the
office.

(6) There’s a phone in the office.

| refer to the post-copular NRy(phonein (6)) as thepivot, and to the constituent following
it (in the officein (6)) as thecoda(this terminology is discussed in more detail in chapter
2). The answer to the existential question that seems inatedgito suggest itself is thus
that existential propositions are formed by simple pretbceof the property denoted by the
coda of the entity or entities denoted by the pivot. This argswvery common. Itis argued
for by e.g. Keenan (1987), and it is assumed implicitly orlexby in much research on
existentials that is not concerned with an explicit sentaantialysis of the construction, such
as the various “small clause” analyses found in the symtditdirature (see e.g. Chomsky
1981; Safir 1982). This view is also presupposed by properadrihe claim that existential
and copular constructions have a common underlying stredeig. Lyons 1967; Clark
1978; Freeze 1992). One of the major claims of this work i$ thia view of existential
propositions cannot be correct.

The analysis of existentials developed in the followingptkes stems from two sim-
ple observations about existential propositions. The ir#hat they are radically context
dependent, in the sense that their content cannot be detimiithout information pro-
vided by context. For example, it is impossible to tell whproposition is expressed by
(7) without contextual information.

(7) There are no more apples.

| refer to existentials with no coda such as (7bage existentialsThis sentence can be used
to express the proposition that apples do not exist anyraocethe analysis of existentials
in Barwise and Cooper (1981) and Keenan (1987) would predtiattly this meaning for
it. On these analyses, bare existentials are interpretew@lsing, instead of the coda, the
universal property that applies to everything in the domadicall this kind of approach
strong existentialism

Strong existentialism raises several questions. To beigim ivis not clear what general
grammatical motivation there is for positing the univerza@alperty as the understood pred-
icate in the absence of an explicit main predicate. | am narawf any other construction
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in which the universal property functions as the main pratievhen no other predicate is
specified. In fact, it is not clear to me that there are any g@tasof freely omissible main

predicates (except in contexts of ellipsis, which in anyecds not involve the universal

property).

But more importantly, strong existentialism is inconsiteith the observation that
bare existentials involve a contextually determined dtunestit. Strong existentialism pre-
dicts that sentence (7) should be false in a model in whichdtmeain of quantification
contains apples, but this is clearly not the case. (7) carebiegdly true in a model rich
with apples. Furthermore, strong existentialism cannat déth examples like (8). This
sentence is true if most students who went to some museumtkia¢there was a discount
in that museurmot in the domain of quantification of the model.

(8) Most students who went to a museum knew there was a discoun

The first premise of this work is therefore that existenti@gwsitions crucially involve a
contextually determined constituent.

The second observation is that, despite the expectatieasect by examples like (6),
codas and pivots cannot possibly stand in a subject-priedietation in the general case.
For example, (9a) does not describe a soldier who has thegyogf being on every train,
nor does (9b) describe a train that is every half hour.

(9) a. There’s a soldier on every train.

b. There’s a train every half hour.

A more natural analysis seems to be that the phrasesvery trainand every half hour
have the same function in (9) as they do in (10).

(10) a. Iread novels on every train.
b. 1cried every half hour.

The second premise of this work is thus that codas are notgatted of pivots but rather
modifiers.

These two simple observations suffice to make it clear tieaatiswer to the existential
guestion suggested earlier cannot be correct, or at leastntioely correct. Existential
propositions are not formed by simply applying the coda joad to a pivot subject. In the
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following chapters | argue that no existing analysis of #xisals provides a satisfactory
answer to the existential question, i.e. one that accowttsfor the role of context in the
determination of existential propositions and the role @fias in them. Instead, a new
analysis is required which is based on the two premises gsiribed.

My analysis of existential propositions starts out fromitkentext dependence, and the
answer | suggest to the existential question affords comtekrect role in them. Specif-
ically, | argue that pivots are not the subjects of any pratgicneither one contributed by
the coda nor one contributed ltiyere be Rather, pivots are themselves the main predi-
cates of the construction. The context dependence of eti@tearises from the fact that
pivot predicates are syntactically fully saturated but aetically unsaturated. The single
argument of the pivot is therefore an implicit argument, asemantic (but not syntactic)
argument the value of which must be retrieved from contaxisdction 4.3 | provide ev-
idence for the assumption that pivots have an implicit arguoinin the form of parallels
between the range of interpretations available to impéiguments in other contexts and
those available to bare existentials.

The implicit argument of pivots can be thought of as a contaixvariable, similar
to the familiar contextual interval variables standardded in the analysis of temporal
modification. For example, an eventive sentence llikey leftis understood relative to a
contextual interval — it is true relative to such an inteiv’#he interval contains an event of
Mary leaving. More generally, the implicit argument of theqt is a contextual domain
defined as a set (of individuals, times, locations, worldgassibly other types of entities)
determined by context or by contextual modifiers. Intuiifyéhe function of existentials
on this theory is to convey information about such contexdoanains, and particularly to
say what a domain or a set of domaamntainsor does not contaih.

Formally, the analysis follows Barwise and Cooper (19813d9gigning pivots general-
ized quantifier (GQ) denotations. However, beyond the difiee in the treatment of bare
existentials, it differs crucially from previous GQ anadgdn the analysis of codas. Unlike
Barwise and Cooper and Zucchi (1995), it does not model cagddP internal modifiers
contributing to the restriction of the quantifier in the pivand unlike Keenan (1987), it

1This analysis can be seen as generalizing and formalizingdBev and Partee’s idea (e.g. Borschev and
Partee 2001) that existentials function to specify what is location.
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does not model them as directly supplying the scope set &hantifier. Rather, it mod-
els them as contextual modifiers operating on the meanindgaf@existential. The result
is a proposition in which the pivot is applied to a context@main that is constructed (in
a way made precise in chapter 5) from a relation and an ing@i¢possibly an interval,
location, etc.) specified by the coda. For example, a coda asia the officespecifies the
domain of things related to the office by some relation exgbds by the prepositiom. In
chapter 4 | present a range of data demonstrating propeftibe contextual domains de-
termined by codas that distinguish them clearly from the determined by corresponding
predicates in copular constructions (when such existguathat these differences receive
a natural explanation if codas are viewed as contextualimosli One of the important ad-
vantages of the analysis of codas | suggest is that it pre\adetural way of capturing the
meaning of codas with quantifiers as in (9) above and of edistis with multiple codas
such as (11). Such examples have not been analyzed in ttaite and are not readily
captured by a theory assigning codas property (or typg8) denotations, without the as-
sumption of obligatory quantifier raising and the assunmptiba single coda with multiple
embedding of PPs.

(11) a. There’s meat in most dishes in every Balkan restauran

b. There are new exhibitions in the antiquity section in twaseums.

My analysis of codas thus follows McNally (1992) in assignthem adjunctive status
and in modeling them semantically as modifiers. Furthermibie analysis of adjectival
codas | argue for in section 5.7 essentially recasts Mclgadlgalysis of such codas in
terms of my proposed semantics. However, there is also @atuifference between the
two analyses of codas. For McNally, codas are secondarygated and receive property
denotations. This is necessitated by her view that existisrgredicate instantiation of a
property. A coda modifier on her analysis must be “contrd|lé@. must apply to, the
individual(s) instantiating the property denoted by theopi Thus codas end up having the
same meaning as in analyses in which they are modeled asg@tesli All the arguments
against a simple property denotation for codas | advancastgaich analyses in chapter 4
therefore carry over to McNally’s analysis. The analysisadas as contextual modifiers |
argue for maintains McNally’s view of codas as modifiers wmaids the pitfalls of viewing
them as secondary predicates.
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The structure of the rest of this dissertation is as follo@sapter 2 presents the range
of possibilities for the syntactic analysis of existergjdbcusing for simplicity on English.
The terminology used to talk about the parts of an existeatiastruction throughout is
introduced. | point out the stakes for a semantic analyssved in choosing between the
various possible syntactic structures. While | do not afgua particular syntactic analysis
in any detail, the semantic choices involved in analyzinigtextial propositions do have
consequences for syntactic analysis, and these are paiated

Chapter 3 surveys the range of semantic possibilities ferahalysis of existential
propositions that is available in the literature. | discigsNally’s analysis in terms of an
instantiation predicate and a property denotation for fgiemd the various analyses based
on a GQ denotation for pivots. | raise several argumentsiagadopting an instantiation
analysis, and discuss the issues involved in choosing leetivee various GQ analyses. |
conclude that if a GQ analysis is adopted, then the semamtittibution of codas must be
to the scope of the quantification introduced by the pivoinaseenan (1987), and not to
the restriction as in Barwise and Cooper (1981) and Zuc@93).

In chapter 4 | discuss the core data motivating a new answhetexistential question.
As discussed above, these data have to do with the role afxtaantd the proper analysis of
codas. | discuss a host of facts that have either not beeassied at all in the literature or
have not been properly analyzed, and argue that all of tlaese point towards an analysis
of existential propositions along the lines described abae. an analysis in which the
main predicate of an existential is the pivot, the singleiargnt of the pivot is an implicit
set-denoting argument, and codas are contextual modifiers.

Chapter 5 implements formally my answer to the existentg@stion, and exemplifies
how this formal analysis deals with some of the facts desdriim chapter 4, and with
adjectival codas.

In chapter 6 | discuss the so-called definiteness effect, emquhenon that has for
decades been at the center of research on existentials.nt @aii that the definiteness
effect and the existential question are independent isamelsthat the existence of the for-
mer has no bearing on the answers most analyses give totérgthe important exception
is McNally’s answer). | then discuss the various approathebtaracterizing and explain-
ing the phenomenon, and outline an approach to it based oind¢loey developed in the
preceding chapters. The main idea of this approach is tleati¢finiteness effect arises
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due to the role of pivots as main predicates in the constmuctDne of the suggestions |
am driven to make as a consequence of my approach is that Mbtging quantification
over kinds (e.g.every type of string instrumemare semantically indefinite. | discuss the
relation of this suggestion to McNally’s elegant accounthaf same set of facts.



Chapter 2
The syntactic space of possibilities

The existential question is a question about the core semmpradication expressed by
existentials. If existentials are a semantic class, their thuth—conditional meaning is
expected to generally be invariant across languages. Tdlglmund assumption behind
the existential question is that such a universal meaningraeed be identified and mod-
eled compositionally. Since, in the general case, semeotnposition and clause structure
stand in a highly regular correlation (on some theoriesh ssiscMontague Grammar, to the
level of homomorphism), determining the core constitu@fitan existential proposition
should go hand in hand with determining the constituents@bastential sentence.

Existentials provide a wealth of morphosyntactic probleamsl the syntactic literature
on them is immense. Here | am only concerned with those aspétie structure of exis-
tentials in which a semantic analysis has direct stakesehlamthe basic constituency and
hierarchical structure of the construction. This sectayslout the main syntactic structures
that have been proposed for English existentials in thealibee. At this point, no argument
is made for or against any of these structures. However, @fstiandard) assumption that
semantic and syntactic choices are mutually constrairEatdastics becomes a powerful
arbiter between syntactic alternatives, and one whicHasively independent of particular
frameworks. The taxonomy of syntactic structures laid auhis chapter proves useful in
the next section, where the semantic space of possibilitidiscussed. As specific seman-
tic decisions are made, some of the syntactic structuresipemt in the literature can be
ruled out on semantic grounds.
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2.1 Terminology: the anatomy of existentials

Terminological confusion arises easily in the analysisxitentials, and hence some ter-
minology must be fixed at the outset. Consider the Englisstentials in (12).

(12) a. There’s time.

b. There is a dead cat here.

Existential clauses in English consist minimally of thréengentsithere the copuldbeand
an NP/DP- Optionally, some material can occur to the right of the commoun in the
NP, e.g.herein (12b). The semantic and grammatical status of this nadteyia matter
of considerable debate discussed extensively in this wiedk.the moment, this material
can be identified simply as the material following the headmim the single NP in the
existential. | use the terminology in (13) to talk about that@my of existentials, i.e these
four identifiable units that make up an English existentialise.

(13) Anatomy:
expletive copula pivot (coda)

there is something here
there is time

Of the elements in (13), the pivot is the only one that is aibigy in the structure
crosslinguistically. Codas are strictly optional, as shder English by (12a). | am unaware
of languages in which codas are obligatory. Expletives bligatory in languages that have
them, but only a small minority of the world’s languages driskentials without expletives
are exemplified by the Hebrew sentence in &3).

(14) yeS[,, mayim (xamim)].
EX water[m.pl]hot[m.pl]
There is (hot) water.

1] am not concerned with the NP/DP distinction in any way irs tiissertation and henceforth use NP to

refer to the phrasal projections headed by nouns or determin
2] transcribe Hebrew throughout as it is pronounced in myetgyilisregarding other pronunciations that

are historically motivated, synchronically available asiants, or prescriptively required.
3] use hyphens (-) to mark prosodic dependency, [] to mark gratical information conveyed by inflec-

tion and derivation.
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That a copula is not universally required in existentialsiiewn in the Maori examples in
(15) from Bauer (1993), cited by Chung and Ladusaw (2004).

(15) a. Ae, hetaniwha.
yesa taniwha

Yes, there are taniwhas.
b. heaitua i rungai te huarahi te ata nei.
a accidentattop attheroad inthemorningthis

There was amccidenton the road this morning.

Whether copulas are obligatory or not varies widely acrasgliages, and the conditions
under which they are omissible are complex. In Russian,Xanmgle, the copulgest’ in
the present tense is obligatory in the absence of a codapbohal when a coda is present.
In the non-present, the equivalent of the vbebs required and is obligatory.

(16) a. nastole(jest’) kniga.
ontablecop book

There’s a book on the table.
b. kniga*(jest’)

book cop

There’s a book.

| use the terntopulaloosely here to include not onlye and haveverbs, but also main
verbs bleached of their lexical meaning, e.g. Gergelpertgive’ or Swedishfinnas'find’,
as well as other elements found in existentials across kgegisuch as prepositions (e.g.
Palestinian Arabidi ‘in’) and special existential lexemes such as Heby@8anden |
cannot say anything here about the many interesting prabéerd subtleties surrounding
the grammatical properties of existential copulas.

The generalizations about which parts of the anatomy oftexigls are universally
present and which are language-dependent thus seem to fodidineng:

e Expletivesare not universally available. If a language requires dxas, it requires
them obligatorily.

4ltalics in the original.
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e Copulasare not universally available. If a language requires a lzoplisome sort,
it may or may not require it obligatorily.

e Codasare universally available and optional.
e Pivotsare universally available and obligatory.

Table 2.1 summarizes the status of the elements of an eti@telause according to (a)
whether it is available in the clause across languages gmvdh@ther it is obligatory in the
clause in languages where it occurs.

ELEMENT ‘ UNIVERSALLY AVAILABLE ‘ OBLIGATORY

Expletive - +
copulas - +/—
Pivots + +
Codas + -

Table 2.1: The basic elements of existential clauses

One of the central claims of this work is that pivots are thempaiedicates of existential
constructions. The fact that pivots are the only elemergsdhe both universally present
and obligatory in the clause gives some indication thatitht®rrect, even before having
made any assumptions about the syntax or semantics of te&gotion.

2.1.1 Excluding expletives

The element of the existential anatomy that is least likelgnake a semantic contribution
is the expletive and | assume here that it is a meaninglesseeall present in the structure
for reasons of clause architecture, e.g. to fill a positi@t Home languages require to be
filled in any finite claus@. While it is fairly uncontroversial that expletives are miyiess,
on occasion they have been claimed to be meaningful.

One possibility, argued for among others by Lyons (1967)Bolthger (1977), is that
thereis locative and means something similar to deittiere However, there is much

5The formal expression of the role of expletives, whethes stated in terms of the EPP and/or feature
checking or some other terms is immaterial here.
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evidence against this view. For example, it is clear thastexitialthere cannot be the
locative indexicathereas in (17).

(17) John s (right) there.

As pointed out by Keenan (1987), the truth of an existentasinot in general depend
on the location of utterance, as would be expected if ex@dtierewere the deictic locative
there For example, the truth dhere are even and odd numbeiges not depend on where
the utterance is made, nor does it depend on a demonstratmtentialtherediffers from
deictictherealso in that it cannot be preceded by the advenbgddt, as in (17). Finally,
even the homophony between existential and locdtieee is not necessary. In English,
both diachronically and across dialects, existentials atsur with the expletivé. In other
languages such as German, French or Scandinavian, exgletig also not homophonous
with a locative.

Perhaps the most far reaching attempt to defend the vievexipdétives are meaningful
is the one put forth by Moro (1997). According to Moro, Enflieereand its correspond-
ing Italian particleci are not only not meaningless, but are in fact predicatesqatatl of
the pivot. Their occurrence in subject position is an insgaof predicate raising and Moro
derives a wide range of seemingly unrelated empirical falotait the syntax of existentials
in English and Italian from this. However, Moro does not pdevany semantics for the
construction, and without some statement about the meaniiegpletives the claim that
they are predicates is difficult to evaluate.

It is interesting to note in this regard that English doesrsé®have a predicatinere
that does not have the deictic meaning. Consider the sexg@m¢18).

(18) a. My father was always there (to help me).

b. Volunteers are there for anyone who decides to donate.

The truth of these sentences also does not depend on thefooautterance. On the rel-
evant reading, sentence (18a) does not mean that theredatalodistal to the location of
utterance such that my father was never at that locatiorhdRdt means that there was no
time at which my father was not in some relevant sense presawvailable. (18b) similarly
does not mean that our volunteers are in some location dasthe location of utterance,
but rather that they are present or available in the conddlytuelevant situationsThere
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in (18) and existentiaghereare also similar in that neither of them can receive coritrast
stress without changing the meaning of the sentence. Fuarthre, the existentials in (19)
might seem to provide near—paraphrases of (18).

(19) a. There was always my father (to help me).

b. There are volunteers for anyone who decides to donate.

The meaning of the predicatieerein (18) is not obvious and | am unaware of any attempts
to characterize it. Whatever the suggestive force of suamgies, without further research
they can hardly be counted as evidence that explétecontributes meaning. | therefore
maintain the standard assumption in the semantic litexdhat expletives are meaningless
elements fulfilling a purely structural role.

2.2 Possible relations between pivot and coda

2.2.1 Pivot and coda as subject and predicate

One of the most widespread views of the structure of existisrih the GB tradition is that
the copulabetakes as its argument a unit including the pivot and the codahich they
stand in a syntactic predication relation: the coda is aipadel, the pivot its subject.

There are various ways of implementing this idea. In the Gition, a widespread
view is that the pivot and coda form a constituent callesirall clauseand consisting of
a predicate and its subject (see e.g. Chomsky 1981; Safir).1982 structure assigned to
existentials in such analyses is given in (20).

8] use simplified syntactic structures throughout, absimgaiway from functional categories such as e.g.
IP, CP and the various other categories abundantly fourftkititerature. The status and role of such cate-
gories in syntactic representation is largely a framewmakticular issue and has no bearing on the questions
at hand. The crucial hierarchical relations are represetigarly in the simplified structures used.
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(20) Small clause structure
S

TN

there VP

Vv sc
/\

N Ppivot X Pcoda

The analysis presented in Freeze (1992) and represent2t)im{plements the same idea,
but features a PP instead of a small clause. This is becaased-only considers existen-
tials in which PPs follow the pivot, an assumption warrarftadmany languages but not
for English.

(21) Freeze’s (1992) PP structure for existentials

2.2.2 Pivot and coda as co—arguments

Another possibility is that pivots and codas are two sepacahstituents, both arguments
of the copula, occurring in a flat ternary structure as regarexd in (22). This structure is
assigned to existentials by Keenan (1987).

(22) Flat ternary structure :

\ N Ppivot X Pcoda
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This structure is compatible with the idea that codas ardipages and pivots are their
subjects. For example, Williams (1983) develops a theowtith syntactic predication is
defined independently of the presence of a clausal constifuge defines predication as a
relation holding between a maximal projection and somegehexternal to that projection.
The specifics of Williams’ theory do not concern me here, még of its important conse-
guences is that, because subjects are by definition extertiaé maximal units of which
they are subjects, there can be no small clause constitnentimmg a subject—predicate
relation.

It is important to note here that unlike the small clause ysig) the co—argument anal-
ysis does not identify the relation between pivot and codh thiat between a main clausal
predicate and its subject (e.g. between a VP and a subjectliB)o—-argument analysis
is therefore independent of (though compatible with) thewithat pivots are subjects of
codas.

2.2.3 The bare—NP analysis

Another possibility is that all material that occurs to tight of the common noun in the

pivot is in fact an element of the pivot, i.e. a post—-nominabifier, as represented in (23).
This analysis is often referred to as the NP-analysis, aeéel to the structure it assumes
as the NP structure.

(23) NP structure:
S

RN

there VP

N

\ N Ppivot

T

Det N XP.

This view was assumed by Barwise and Cooper (1981) and afguatso by e.g. Jenkins
(1975) and Williams (1994). Clearly, this analysis is notgatible with the view that

"Williams does not apply this theory to existentials, anddatfin other work (Williams 1994) explicitly
argues against considering the pivot—coda relation to bdjest—predicate one.
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pivots are subjects of codas. Instead, it models them asfigedof the common noun in
the pivot.

2.2.4 Codas as adjuncts

The last option for the structural analysis of existentiatglels codas as neither predicates
not arguments but rather as adjuncts.

As adjuncts, there are two possible attachment sites faicotihey can attach to VP,
or they can attach to S. The two structures are represent@d)and (25) respectively.

(24) VP adjunction structure:

S
there VP

T

VP XPeoda

/\
V N Ppivot

(25) Sentence adjunction structure
S
S choda

/\
there VP

/\
V N Ppivot

As pointed out by McNally (1992:49), the VP adjunction sture is not significantly dif-
ferent from the co—argument structure, and most argumentsrfe over the other hang
largely on framework particular architecture. It is howevadically different from the
small clause structure which assimilates codas to mairsalguredicates.

The structural difference between sentence and VP adamigin many cases seman-
tically insignificant, and it is hence often difficult to chembetween an S-adjunction and
VP-adjunction structure. This is particularly true in d&igtials, since on the assumption,
shared by both structures, that codas are adjuncts, theenseaningful element in the
sentence that is not also in the VP.
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2.3 An amended definition of codas

So far | have been usingpdaindiscriminately to refer to any material occurring to tight

of the common noun in the pivot. This usage is prevalent inliteeature. The question
about the structural status of codas is usually presentedjagstion about the bracketed
material in sentences like (87).

(26) There was a cop [in the room/available/eating a donut]

This usage presupposes however that there is a unified denaandt syntactic analysis
covering this “bracketed material”; either that it is alay post—nominal modifier, or that
it is always a separate constituent relating in some way otheen to the pivot NP. McNally
(1992) explicitly challenges this assumption. She resetive terncodafor VP-adjuncts,
and argues that while some cases of material occurring taghteof the common noun are
codas, other cases are best analyzed as post—nominal meodNieether or not McNally’s
specific divisions are correct, the general point, namedy there is no single category
covering all material occurring to the right of the pivotcisicial.

Since pivots are NPs, and NPs can have internal modifierseswith glassesn (27),
pivots can in principle always involve post—nominal mod#ie

(27) You wouldn’t hit [a guy [with glasses)q ] vp, would you?

In other words, pivots must be allowed to have the structu(@8) or a corresponding flat
structure.

(28) Maximal structure of pivots:
NP

/\_
Det N

N

N  XPiod
Whether or not all material following the common noun is an-hiernal modifier or not
is a separate question, and on the face of it, is not one thikelg to receive a positive
answer. Since VPs can generally be followed by VP modifieds santential modifiers,
it is difficult to see why existentials should be any differein other words, there is no
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principled reason why a full blown structure like (89r (30) in the case of the small
clause analysis could not be generated.

(29) Full blown structure for existentials:
S
S XP

there VP
VP
/\
be NP
/\

XP
Det N
/\
N  XP,.0d

(30) Full blown small clause structure for existentials

80r an equivalent flatter structure.
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Sentences that could plausibly be assigned one of thes#sts are not hard to come by.
An example is given in (31).

(31) [, There|, was [, aguy [,, with glasses] ] here ] earlier. ]

If structures such as (29) and (30) are possible, then ndestagegory is depicted by the
definition “material to the right of the common noun in theqilv Rather, post-nominal
constituents can have one of several analyses, and cniterst be established that can
decide for any constituent whether it is a small clause pegdj a post—nominal modifier, a
VP modifier or an S-modifier. The same criteria should decidthe status of the relevant
expressions when they occur alone as in (32).

(32) a. There was a guy [earlier].
b. There was a guy [here].

c. There was a guy [with glasses].

In order for the terntodato be useful, its use must accordingly be restricted so as to
cover some identifiable subset of the constituents that@#ow the common noun in the
pivot. | usecodahenceforth to designate any constituent that follows tetgNP and
is external to it. A consequence of this redefinition of codathat VP and S modifiers
are collapsed under the terooda In the next chapter | argue that this consequence is
desirable.

In light of the new definition of the termodg the structural analyses of existentials
discussed so far can be divided according to whether theytadrooda constituents or
not. All of the structures except for the bare—NP structaovelve codas in this new sense.
The bare NP analysis on the other hand claims that codas dexisdbtand any potential
coda is a post—nominal modifier.

2.4 Arguments and nonarguments against the bare—NP
analysis

Keenan (1987) and McNally (1992) (among others) have arggathst the bare—NP anal-
ysis and for the existence of codas on syntactic groundptateir final judgment on this
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analysis, but | believe some of their arguments do not caresyntacticevidence against
this analysis. Here | review three arguments:

e The argument from extraction.
e The argument from distribution.

e The argument from relativization.

| argue that the first of these is inconclusive. The seconduminating, but does not
constitute a syntactic argument against the bare—NP asalydoes however introduce an
interesting semantic complication for such an analysi® third | find convincing.

2.4.1 The argument from extraction

McNally points out that extraction of the pivot out ofpa vot - XP string doesn't yield
ungrammaticality, whereas extraction from an NP strandim@P—internal modifier gen-
erally does. She cites the following examples.

(33) a. Whois there performing at the Academy this week?
b. * Who do the musicians admire performing at the Academyweek?

However, judgments on sentences like (33) vary among napieakers, and furthermore
data such as (34) show that extraction of a noun strandingtamial modifier is quite pos-
sible in English, with prepositional as well as adjectivadifiers. This argument therefore
seems inconclusive.

(34) a. What songs do you know about animals that tell a story?
b. So, which book did you read about how to do low-carb coly@tt
c. Matt | need to get two mini servos, what do you recommendatva in Eng-
land pleasé!
d. Who else do you know stupid enough to take up Snake Kneei@@afor a
living?*2

Swww.theatreworksusa.org/uploads/studyguide/studied3. pdf
Olivinlavidalocarb.blogspot.com/2005/09/ebersteitsgecord-straight-on-low.html
Mwww.rcgroups.com/forums/ showthread.php?t=61113&p&ge
2www.wetcanvas.com/forums/showthread.php?t=172423
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2.4.2 The argument from NP distribution

Another argument against the bare—NP analysis is that i s@ages, the unit consisting of
the pivot and a following constituent does not have the ithistion of an NP. For example,
this unit sometimes cannot occur in subject position. Tlargdes in (35) are from Keenan

(1987).

(35) a. There are [no students who you know enrolled in thestla
b. *[No students who you know enrolled in the class] askedialgou.

The degree to which the pivot and the following constituémepi vot - XP sequence)
can occur in subject position depends on the XP. The examp(&§) involving an adjec-
tive are perfectly grammatical.

(36) a. There werpeople available
b. No one availablavants to work that particular jols.
c. Most people available through our serviage seeking a time-limited rofé.
d. Many options available through contextual meaws considered shortcuts for
menu and/or toolbar choice¥.

Examples like (35b) furthermore do not actually argyatacticallyagainst a bare—NP
analysis, since the phraB® students who you know enrolled in the cldsss in fact occur

as the subject of a finite verb in (37).
(37) No students who you know enrolled in the class doesndmy®u won’t enjoy it.

(37) is an instance of a more general pattern, more exampvesich are given in (38) and
(39).

(38) a. There are [workers angry about the pay].
b. [Workers angry about the pay] is exactly the kind of situatve are trying to
avoid.

Bwww.freepatentsonline.com/20050114195.html
4www.shropshire-rcc.org.uk/voluntasectorsupport/independemixaminers/index.html
BSwww.adobe.com/education/instruction/webtech/CS2plainning 1/glbsite window.html
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(39) a. There’s [an angry mob advancing towards the parlrmeevery occupied
capital].
b. [An angry mob advancing towards the parliament in eveigupied capital]
would satisfy the partisans.

While such examples show clearly that sgpney ot - XP sequences occur as subjects, they
do not show that these sequences are NPs, since NPs are oohtleenstituents licensed
in subject position. Safir (1983) argues that the subjeitggrin sentences like (38b) and
(39b) are not NPs but small clauses. He points out that themesyntax of the subject
constituents in these examples is different from that ofil@gNPs in that they do not
trigger agreement on the verb. This is seen in the contrasieles (40a) and (40b). Safir
concludes from this that the relevant strings are not NPs.

(40) a. [Workers angry about the pay] are/*is easy to mobiliz

b. [Workers angry about the pay] *mean/means potential detnations and strikes.

But as argued in Baltin (1998), Safir's conclusion is unwated. The agreement facts do
not establish that the relevant strings are small clausbs. same agreement facts occur
with constituents for which it is difficult to justify any aaqorial status other than NP. As

an example, Baltin provides example (41a) (Baltin’s exa(ph)). More examples are

given in (41b—d).

(41) a. [Several angry workers] is just the sort of situatioatt the ad campaign was
designed to avoid.

b. [No students] means you won't be nervous (when you giveatke.
c. [Few cars] means we’ll get there faster.

d. [Many guests] means many presefits.

Safir and Baltin both note that the subject in all these exampés a special interpre-
tation which they describe as being interpreted as a swuafihis semantic fact accounts
both for the ungrammaticality of sonm vot - XP sequences in the subject position of
some verbs and, as Baltin argues, for the agreement fac#9)n The contrast between

18] thank Beth Levin for pointing this example out to me.
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the ungrammatical (35b) and the grammatical (37) is due écsdmantic selectional re-
strictions of the verb. The verb in (35b) @&k which requires its subject to be an agent
and therefore to refer to or quantify over individuals. Eeqmions that are interpreted as
situations, or whatever the relevant semantic entity igheedenote nor quantify over in-
dividuals, and are therefore ruled out as subjects of vétbstk The verbin (37) isnean
which does not have an agent subject and does not requirgojescs to refer to or quantify
over entities. The subject afieancan denote or quantify over individuals as in (42a), or it
can be interpreted a something closer to a proposition, daevent.

(42) a. This note means your life is in danger. (entity)
b. That you got this note means your life is in danger. (prajmrg
c. Getting this note means your life is in danger. (propositi

Expressions interpreted as situations or propositionsodgenerally have number/person
features, and hence it is not surprising that agreementewetb is impersonal.

What the contrast in (35) shows therefore is that spimeot - XP constituents do not
denote individuals or generalized quantifiers over indieig like other NPs do. Whether
this means that they are not NPs syntactically is an opentiquneshich | can shed no
light on here. The objection to the bare—NP analysis is thezenot thatpi vot - XP
strings do not have the distribution of NPs, but that they dbhave the distribution of
NPs with standard denotations (i.e. denoting individualgeneralized quantifiers over
individuals). The only available bare—NP analysis thatemantically explicit, that of
Barwise and Cooper (1981) discussed in the next chaptatstedipi vot - XP strings as
generalized quantifiers over individuals, and thereforemoahandle the contrast in (35).

2.4.3 The argument from relativization

Keenan (1987) points out (p. 302) thatvot - NP sequences do not behave like NPs with
respect to relativization, as demonstrated by the conltretsteen (43) (= Keenan’s (29))
and (44). Head nouns can be relativized together with theifiers (43b), and cannot
be relativized without them (43c), whereas pivots can omyrdlativizedwithout codas
(44b,c).
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(43) a. John painted [the shelves in my living room] purple.
b. [yp The shelves in my living room that John painted purple]

c. *The shelves that John paintedin my living room purple.

(44) a. There were shelves in my living room.
b. *The shelves in my living room that there were (disappégare
c. The shelves that there werein my living room.

The bare—NP analysis wrongly predicts the pattern in (48)dlativization of pivots.

| conclude from these considerations that the bare NP—sisaly most probably not
syntactically viable for English, at least in some cases, la@nce that coda constituents
(in the sense defined in the previous section) are requireithése cases. For other cases,
even if a bare—NP analysis is correct, it requires a nondatansemantics for NPs which
resembles the semantics standardly associated with sesten clauses. Examples such
as those in (41) seem to indicate that such a semantics iyiceese needed. The analysis
of existentials developed in chapter (5) will have someghim say about this apparent
semantic affinity between NPs and sentences.

2.5 Summary

To summarize, there are four major structural options fastertials: the small clause
structure, the NP structure, the flat ternary structure hadwo adjunction structures. The
NP structure does not admit the existence of coda constgpeherecodais defined as any

constituent that follows the pivot NP and is not internalttAill other structures maintain

that codas exist. The main difference between these ldttestsres is in how they model

the relation between pivot and coda. The small clause asatysdels it as predication,

by which | mean whatever relation holds between a main clquedicate and its subject.
The adjunct structures models it as VP/S modification. Theftacture is compatible with

either predication or VP/S modification. This is summarizethble (2.5).
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PIVOT-CODA RELATION

STRUCTURE Predication\ VP/S modification

Small clause v

Adjunction

v

Flat v

v

Table 2.2: Syntactic structures and the pivot—coda redatio

In the next chapter | discuss existing semantic analysesisteatials and the restrictions

imposed by semantic considerations on the choice of streictu



Chapter 3
The semantic space of possibilities

If there is indeed an invariant meaning expressed by exiateronstructions across lan-
guages, it must be expressible with only those elementsatteatiniversally present in
existential clauses (since languages that lack expletivasixiliaries can nevertheless ex-
press an existential proposition). Table 2.1 shows thattiheelements that are universally
present in existentials are the pivot and the coda, and steeial propositions must be
expressible with just these elements. Furthermore, givandodas are optional, the core
meaning of an existential must somehow be contained in teg pione, and one of the
central aims of this dissertation is to develop a semarti@sdoes exactly that.

However, each of the four elements in the existential angtoould in principle con-
tribute to the proposition expressed, and all of them hafadhbeen claimed to be mean-
ingful in the literature. This chapter discusses core agsapproaches to existential propo-
sitions and organizes them according to the meaning théyreteseach element. | consider
four analyses representative of each core position.

McNally’s instantiationanalysis (McNally 1992, 1998).

Barwise and Cooper (1981) GQ analysis.

Zucchi’'sdomain restrictioranalysis (Zucchi 1995)

Keenan’s GQ analysis (Keenan 1987, 2003).

After describing each of these analyses, | discuss thegsauelved in choosing between

26
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them and argue that Keenan’s analysis is essentially thheatane, though it too must be
revised somewhat.

3.1 McNally’s instantiation analysis

McNally (1992; 1998) provides a very rich and complex sencaaralysis of existentials.
The main intuition driving McNally’s approach is that the imaredicate in an existential,
denoted bythere beis an intransitive predicate meanitwbe instantiatedThe pivot is the
sole argument of this predicate, and it is sortally restddb denote a property. The instan-
tiation predicate is true of the pivot if the property dembby the pivot is instantiated by
some entity at some index. She summarizes the key ideas pfdémosal in (45) (McNally
1992:77).

(45) McNally’'s proposal:
The existential predicate in English is interpreted as @y of adescription
of an entity specifically the property that the description is instateil by some
entity at some index. The addition of a (non—agentive, navdatized) existential
sentence to a context entails the introduction of a diseo@ferent into the domain
of the context that corresponds to the instantiation of #sxdption-argument. An
additional felicity condition requires this referent to havel.

McNally’s answer to the existential question is therefdrat texistential propositions are
constructed by applying an instantiation predicate to amgson of an entity, i.e. to a
property.

Formally, McNally views pivots as denoting nominalized ¢tions in the property-
theoretic sense (see Chierchia and Turner 1988). In Chéersid Turner’s system, the
domain of individuals” is sorted into two mutually exclusive sorts, the “ordinairydivid-
uals (typeu) and the nominalized functions (typg). Nominalized functions are the entity
correlates of properties, where properties are complextional expressions (typer, 3),
whereq, 3 are simple types). The reader is referred to McNally’s warkféill detail 1f

In McNally’s system, common nouns denote properties. Farmgxe, the noumlog
denotes a property: that property that all and only dogs.ha&veextension functiorext

1See also Landman (2004) for a related theory of pivots asgptplenoting.
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assignsi-tuples of individuals to every property relative to an iRderhere an index is a
triple made of a time, world and location. McNally adopts atigiction between quan-
tificational and non—quantificational DPs. A DP suchaadog for example is taken to
be non—quantificational. The determireeis interpreted as the functiaent which maps
properties (such as the property denotedlbg) to their entity correlate of typef. The DP
a dogtherefore denotes the nominalized functamt(dog§. Intuitively, the denotation of
ent(dog)is an entity: the property of being a dog.

McNally’s semantics for existential sentences is then petasfollows. The main pred-
icate of an existential construction is an existential prai@ be.,;.;. The meaning of this
predicate is a property of nominalized functions. This grtyholds of an individuat: of
typenf at an index iff there is some individualof type « such thaty falls in the deno-
tation ofext(x) the extension of the property denotedahyrelative to that index. In other
words, if there is an entity that instantiates the propeetyaled by the pivot. For example,
the sentencéhere is a dogs true at a an indexw, t, ) iff there is an individual which
instantiates the property of being a dog(at ¢, (). Formally, McNally’s truth conditions
for an existential are given in (46) (McNally 1992:105).

(46) Forallg, z,s, A(beexist(Tns))(g) at(w, ¢, 1) iff Iy such thay € ext’ (11 (z,y)

In (46), the operatoA is a truth operator mapping information units to sets of peifons.
The nature of propositions is not defined in McNally’s systeot can be seen as e.g. a set
of world—time pairs. The variable ranges over assignment functions. In McNally’s dy-
namic system, all interpretations are functions from assignt functions to information
units. What (46) says is that for any assignment functicand any nominalized func-
tion z, applying the interpretation dhere be,;; x to g at the index(w, ¢, () yields a true
information unit iff there is an entity instantiating theopertyx at that index.

In the somewhat simpler but essentially similar framewdikoNally (1998), the truth
conditions of an existential are as in (47).

(47) McNally’s (1998) truth conditions for existentials (McNally 1998:376):
For all modelsV, [N P]|":9 € [[ there bg]-9 iff [[NP]]™9 is non-empty.

2|t also has a referential use in which case it denotes antargi individual of typeu, but this is not
relevant here.
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| focus on the system in McNally (1992) because it is only is #ystem that she explicitly
defines the semantics of codas.

McNally’s analysis of the basic meaning of existentialssloet involve the coda in
any way, but only involves the auxiliary and the pivot. Thigbysis therefore rules out the
small clause structure, as the complement of existelnéiad just an NP.

Codas are analyzed by McNally as secondary predicates yiraglthe spatiotemporal
parameters of the main predication, on a par with depictiv @rcumstantial adjuncts
such aslivein (48). The semantic role she assigns to them is to “restiecspatiotemporal
parameters over which the main predication is said to hawtNally 1992:152).

(48) The fish ate Jonah alive.

In (48), alive contributes a property that is said to hold of Jonah at the @md place at
which he is eaten by the fish. Similarly, a coda provides a gntypthat is said to hold of
the entity or entities that instantiate the property detidgthe pivot at the spatiotemporal
parameters of instantiation. For example, the csidkin (49) restricts the spatiotemporal
parameters in which the property denotedabghild is instantiated by some entity by
requiring that those parameters also be parameters in whghick.

(49) There’s a child sick.

In order to model codas as depictives, McNally augments loetainwith a set of intervals
T and a set of locations, both of which are partially ordered by a relatign(i.e. form a

semi-lattice), and defines an overlap relation as in (50)dcations, where\ is the meet
relation. The definition for times is not given but is presinhgadentical.

(50) Foranyi,!’ € L,lo!iff there is somd” such that A l' = 1"

She also defines two functionsit (“hold time”) andloc (“location”), which range over
pairs of properties and individuals. For any property artivilual, these functions return
the time/location at which the individual has the property.

Syntactically, McNally adopts the VP adjunction structéisehich has been motivated
for depictive predicates e.g. by Rapoport (1991). The pretation of a VP modified by a
predicative adjunct is mitigated by a rule@introller—controlee coindexation

3More precisely, she adopts\_aadjunction analysis, for reasons that do not concern me. he
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(51) Controller—Controlee Coindexation (McNally 1992:155):
If XP[+pred] in the configuration:
VP

V ... XP[+pred]
is not an argument of V, then label XP[+pred] with the indexhef theme argument

of [[V]].

This rule says that a predicative adjunct is controlled leyithernal argument in the VP it
modifies. VP—adjuncts are then interpreted via an adjunetdefined in (52). (McNally’s
original formulation involvesV rather than VP. | replac&’_ with VP throughout, which
does not affect the content of the rule.)

(52) Adjunctrule (Mcnally 1992:156)
[[[VP; XP[+pred],, ] vp.]] is a functionf of the same sort VP, ||, such that for
all y € ext(w,([[VP:]]),
y € extyy . (f) iff int([[VP;]],y) < ¢ int([[ XP[+pred]]], ;) and
there is somé such thatoc([[VP,]], y) A loc(][[ XP[+pred]]], z;) = L.

This rule can be read as saying that a VP modified by an adjwnaitds a property that
holds of an individual if there is locational overlap andi@mporal inclusion between the
location and/or time at which the main predicate holds of thdividual and the loca-
tion/time at which the property denoted by the adjunct holdke internal argument in the
VP.

Since the internal argument of the existential predicdte ftivot) does not denote an
individual but a nominalized function, it can not directlgrarol the predicate adjunct in
the coda. Consider for example (53) (McNally’s example 288)

(53) There was a dog barking.

The internal argument of the existential predicate (th@fdvdog is property denoting,
but the codabarking must apply to an individual. McNally resolves this by coiriohg
the entity instantiating the property with the entity to wiinithe coda applies in the truth
clause for the sentence. She describes the semantic résidinbining the existential
predicate with the codbarkingas follows (p. 169): “...the result of combininfpe.,;s||
with the interpretation of the XBarkingis going to be a 1-place propositional function
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whose extension is a set ofs. Annf o will be in this extension iff: (1) An individual
B € U thatis inext, . (a) is in ext, . ([[barking]); and (2)int([[D€ust]], ) < 7
int([[barkind], 3) and there is ahsuch that = loc([[be..;st]], &) A loc([[barkind], 3).” In
other words, the sentence is true iff there is an entity m&tng the property denoted by
a dogat the time and location at which that entity is barking. Whhese truth conditions
are intuitively correct, it is not clear how they can be restby means of the controller—
controlee coindexation rule above, since the truth claos@xfistentials in (46) includes
no reference to an entity instantiating the property dehaie the pivot. That entity is
existentially quantified over in McNally’s truth conditienThe relevant entity is introduced
not in the truth conditions but in the context change pogtrithe details of the dynamic
aspect of McNally’s account are not relevant here). It tlegeeremains somewhat unclear
how exactly the coindexation required by this analysis Feed.

A related issue pointed out by McNally is that the adjuncerapplies to one place
propositional functions to yield one place propositionaldtions, and must therefore apply
to the existential predicate before that predicate consomi¢h its subject, the pivot, and
as McNally notes this gives rise to a non-compositional ysialgiven the syntax she is
assuming. This problem is not unique to existentials, buildiarise with any intransitive
predicate with a single argument (e.g. in a sentencedllileecoffee arrived co)d She points
out directions around this problem, involving either an agrmaent of the adjunct rule or
amendment of the arity of the existential predicate. Whéaéher of these directions is
spelled out in any detail, neither of them seems to signifigamange the core analysis.

To summarize, McNally’s answer to the existential quesisagiven in (54). The mean-
ings she assigns to the elements of an existential clauseiammarized in (55).

(54) [[there be]({[pivot])

(55) AUX PIVOT CODA
be instantiated property secondary property

3.1.1 Problems for McNally’s analysis

While McNally’s analysis is intuitively appealing, seveoljections might render it unten-
able. The more significant of these have to do with the arebfgpivots as properties, with
the analysis of codas as depictives and more generally yith existentials to a notion of
instantiation, which is inherently tied to space and time.
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Scope

One consequence of modeling pivots as denoting propestigsat pivots have no quan-
tificational force. This is in line with the observation irethterature that pivots generally
take scope below any sentence level operators such as nwdagation (see e.g. Heim
(1987)). For example, consider a situation in which you aadéting for a shuttle van that
only leaves after it has collected ten passengers. In suckraso, if sentence (56a) is
true, the shuttle won't leave; but whether or not sentenée)(& true or not is immaterial
to the truck’s leaving, since what matters is how many peapéan the van, not how many
arenotin it.

(56) a. There aren't ten people in the van.
b. Ten people aren’tin the van.

Presumably the reason for this contrast is that, for whate&son, the NRen people
cannot scope over the sentential negation in the existewtieereas it can in the copular
clause.

However, there are counterexamples to the claim that pratsot take scope over
sentential operators. The counterexamples come from theattion of existentials with
modals. Consider for example sentence (57).

(57) There could be three outcomes to these elections.

This sentence does not mean that these elections, unlikeahetections, could end up
having three outcomes rather than one. Rather it meandiie&t dutcomes are possible in
the relevant elections. In other words, the scopal reladeems to bé hree < coul d
(ignoring for now the status of the phrasethese elections

An analysis in which an NP likéhree outcomegor three outcomes to these elections
if that is the right analysis) denotes a property does notathe possibility that this NP
exhibit scopal interaction with any scope taking operatdnstead it requires this NP to
denote the property of being a plural individual consisththree outcomes. The sentence
can than only say that such a property could be instantiatbith is clearly the wrong
meaning. More examples exemplifying the same point arengiv€s8).

4This example is based on an example discussed in Gendlebd $2806). Szabd'’s original example
is This election could have three outcomd&he context of his discussion is unrelated to the semanfics
existentials.
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(58) a. There can be three winners at this point in the race.

b. There may be any number of endings to your script.

Examples such as (57) or (58) have to my knowledge not beenstied in the literature.
Their analysis depends among other things on how such phaatethis raceor to these
electionsare analyzed. Also, not all modals can scope under pivotexXample, necessity
modals such as epistenmmustcannot. This is demonstrated by (59), which can only mean
that this problem has to have three solutions.

(59) There must be three solutions to this problem.

The important point here is that such examples exhibit aaaoferaction between modals
and pivots, clearly indicating that pivots must be able topgcabove modals. This is not a
possibility on a property analysis of pivots.

Property—denoting expressions that cannot be pivots

One of the original motivations for property theory comesnircases where properties
seem to be objects of which things are predicated, as in (60).

(60) Being honestis a virtue.

Since expressions likeeing honesare very likely examples of nominalized function de-
notation, they should be grammatical as pivots, moduloagitt restrictions. However as
the sentences in (61) show, they are not, even though the nsstriction syntactically
against gerunds in pivot position.

(61) a. *There is being a dog in the room. (cf. There is danairtge hallway)

b. *There is being stupid in the room.

The unavailability of such prototypical property denotimgminals in pivot function casts
at least some doubt on the viability of a nominalized functmalysis of pivots.

Existentials beyond space and time

While existentials often convey information about instatidn in space and time, they do
not have to. Many existentials have meanings that do notrdkpe instantiations in space
and time. Some examples are given in (62).
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(62) a. There is a philosopher—king in the ideal state.
b. There is a three personed God in Christianity.

c. There is mutual aid in an anarchistic prison.

The truth of (62a) and (62b) does not depend on whether thpeepies of being a philosopher—
king or a three personed god are instantiated or not. For gbearih is true that there is a
three personed God in Christianity regardless of whetheardity instantiating the prop-
erty of being a three personed God (whatever that propérty isstantiated at some index
or not. (62c) is a generic sentence about anarchistic @idtsitruth does not even require
the instantiation of anarchistic prisons, let alone of natiaid.

Some existentials not only do not require instantiation goaclude it, as in (63).

(63) a. There was a disaster prevented.

b. There were two people absent in the meeting.

(63a) is true only if any entity that might have instantiatieel propertya disasterdid not in
fact instantiate it. In (63b), ifwo peopledenotes the property of being a plural individual
made of two people, then the sentence is true if a pluraleinstantiating that property is
notinstantiated at the index determined by the codalsent in the meeting

The instantiation predicate

Finally, an instantiation analysis makes an instantiapoedicate the main predicate of
the construction. However, as discussed above (sectigntBdre are many languages
in which there is no overt element that could contribute th&antiation semantics. It
is always possible to assume an empty instantiation prigitat this is a fairly costly
move. While it is common for arguments to be semanticallys@neé but not expressed in
the morphosyntax, the main predicate generally forms the abthe assertion expressed
by a sentence. Positing a null main predicate is highly aeimtuitive given what is known
about the morphosyntactic realization of predicates ae@ Hrguments. | am not aware
of any other construction for which it has been proposedtti@main semantic predicate
is phonetically null. The fact that the alleged instantiatpredicate is, in some languages,
not expressed by any lexeme in the lexicon is especiallyrsimg given that predicate
imposes very strict selectional restrictions on its siragument.
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For these reasons, | conclude that an instantiation basagsanof existentials and a
property denotation for pivots are not desirable. If pivasnot denote properties, what do
they denote? It is clear that they do not denote individubtgpe e. The only remaining
denotation for them according to standard assumptions geasralized quantifiers, and
this is indeed the meaning assigned to pivots in the analysas turn to.

3.2 Pivots as generalized quantifiers

The rest of the analyses discussed in this chapter startth@hassumption that pivots
denote generalized quantifiers (GQs) (for general disonssigeneralized quantifiers see
e.g. Barwise and Cooper 1981; van Benthem 1986; Keenan and1®86; Keenan and
Moss 1984; Peters and Westerstahl 2006). GQs are setsaf$adividuals. For example,
a noun phrase likevo clownscan be modeled as denoting the set of sets that include two
clowns.

Thinking about GQs as sets of sets in this way should not abgbe fact that they are
in fact complex expressions, composed of a determiner andhaon noun. Determiners
generally denote relations between sets. For example gifeendinerthreedenotes the re-
lation between sets that holds of two séts3 if their intersection includes three elements
The general terminology prevalent in the literature fokited about determiners (as well
as other operators) and their set arguments involves alftiip structure”, consisting of
the determiner, gestriction setand ascope sefsee e.g. Partee 1991; Roberts 1995). A GQ
consists of the determiner and the restriction. This isasgnted in (64).

(64) Tripartite structure induced by pivots :
pivot

[determiner restriction scope]

The GQ denotes the property of being a set that stands inldteredenoted by the deter-
miner to the restriction set.

Since GQ-denoting NPs are most commonly found in argumesitipo as in (65),
they are usually thought of as denoting the set of propetigdold of a number/quantity

5In this sense, determiners express transitive relationdzsito prepositions.
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of individual$. Thus (65) is true if the property of being edible is true aihgofruit.
(65) Some fruit are edible.

In this case, the NP denoting the GQ is not a predicate butqamant, selected for by the
verb, which also provides the scope set for the quantifier.

Analyses of existentials that assume a GQ denotation fatpmust determine how
the scope set is contributed in bare existentials, i.etexisls with no coda, and how it is
contributed in existentials with a coda. For the first ca&; @ analyses | am aware of are
in agreement and assume the semantics proposed origigdigrwise and Cooper (1981)
(BC). BC’s semantics is based on the intuition that exisssexpress existence claims.
They claim that, relative to a mod&f, existential propositions are formed by applying the
GQ denoted by the pivot tf, the domain of quantification af/. Their semantics is given
in (66).

(66) Barwise and Cooper’s semantics for existentials
[[There be NRY = [[NP]|M(FE),
whereF is the domain of quantification af/.

Where the various analyses differ is in how they model erigdés with a coda. While
all the relevant theories agree (as with McNally’s analyfiat codas denote properties of
individuals, they disagree on what the role of the coda ptgps in the quantificational
structure. Two options have been proposed. The first is lleatdda property intersects
with the common noun in the pivot to form part of the restdot{BC, Zucchi 1995), in
which case the scope is the domain of quantificafibas in bare existentials. The second
is that the coda property provides the scope set for the diegum the pivot (Keenan 1987,
2003). In what follows | review the relevant GQ analysesnthen to the issues involved
in choosing between them.

SFor current purposes, it does not matter what exactly a gyast All that matters is that all natural
language quantifiers are associated with quantities,edasisquantities or relations between quantities. For
example, the quantifienost vegetableis true of a set containing a quantity of vegetables biggan tine
guantity of vegetables not contained in it.
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3.2.1 Codas as part of the restriction
Barwise and Cooper (1981)

Barwise and Cooper (1981) (BC) were the first to analyze exigtls as involving GQs. As
mentioned above, in their analysis, all existentials hbaedotare NP structure, and therefore
any material following the common noun in the pivot is not @al@dut a post-nominal
modifier. Since BC argue that all NPs denote GQs, and GQs anpresed of a determiner
and a restriction, any modifiers within the NP must be intetgut as contributing to the
restriction (via set intersection). The structure and nreaaf existentials on BC’s analysis
is given in (67).

(67) Barwise and Cooper’s analysis of existentials

Q N choda
restriction

As (67) makes clear, there is no material in the existertiat ¢an provide the scope set for
the quantifier in the pivot. The scope set is provided by theala of quantification as in
(66) above.

Zucchi’s (1995) domain restriction analysis

Zucchi (1995) suggests a somewhat different approach tooteeof codas, though truth
conditionally his analysis is identical to BC’s analysisic€hi does not treat codas as part
of the pivot but as separate constituents in a flat ternancstre. His key idea is that
the role of codas is teestrict the domairrelative to which pivots are interpreted. Coda
constituents are thus an instance of the more general plar@nofcontextual domain
restriction Contextual restriction of the domains of quantifying eegsions is ubiquitous
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in natural language (e.g. Von Fintel 1994; Roberts 1995;1@aw996). For example, the
sentence in (142) is not understood to entail that animalsew extinct.

(68) Coli endotoxin caused death in all animals within 16@ddurs’

In such cases, the common noun is understood to have a denottricted to a contex-
tually supplied “context set”. The relevant animals in (L4& just those animals used in
the experiment salient in the context.

In Zucchi’s analysis, codas provide a context set for themmomnoun in the pivot. The
meaning of an existential sentence such as (69a) is as ii. (69b

(69) a. There are [two lakes] [here].

b. Two(lakeg.,., exist)

More formally, Zucchi’s truth conditions for existentialsth a coda are given in (70). In
bare existentials, the domain restriction is determineddoytext.

(70) [[there be NPXPJ]", ==1justincase’ €[NP’ ,
where(’ is identical toc except for the fact thab(¢') = [[X P])’,, .

This restriction analysis shares with BC’s analysis thewileat codas contribute to the
restriction of the quantifier in the pivot. It differs from Bdn that codas provide contextual
information, i.e. are contextual modifiers. In Zucchi’'stgys, the coda contributes meaning
not through the compositional build up of the propositiopressed, but rather by shifting
the context relative to which the pivot is interpreted.

One non-standard aspect of Zucchi’s general setup is thenaiiich contextual up-
date and propositional structure interact. In (70), thaedrelative to which the proposi-
tion expressed by an existential with a coda is changed ram’ within the truth clause
for the sentence. Thus, truth conditional content and strteange potentiakgp) for the
sentence are interleaved and computed at the same timea@iast dynamic theories of
meaning,ccpis computed separately from truth conditional contenthwite feeding the
other. But there is no general theory of operations intentgaccp and truth conditional
content that states what the constraints on them are.

‘icm.asm.org/cgi/reprint/41/7/3051.pdf
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In any case, Zucchi’s analysis ends up incorporating a ptpgenoted by the coda
into the restriction of the quantification in the pivot in niuibe same way as BC'’s analysis
does. The scope set is again taken to be the domain of quatitific

3.2.2 Codas as scope sets

In the work of Keenan (1987; 2003), codas provide the scoptséhe quantification in
the pivot. Keenan also assumes a flat ternary structuren g analysis existential propo-
sitions are formed by simply applying the GQ—-denoting pitathe property—denoting
coda, as in (71). An existential is true if the property dewdty the coday( ) falls in the
denotation of the GQ denoted by the piv@txr). In other words, if the property denoted
by the coda holds of the individuals quantified over by thepiv

(71) Keenan’s (1987) analysis of existentials
S

T

there VP

e

aux N F}n‘vot XPcoda

| |
aQ scope

[[There be NP XPp = [[NP|([[X P]]) = 1iff pxp € Qnp

In this analysis, codas and pivots compose in the same masnany other predicate—
subject combination.

Existing analyses can thus be summarized as in table (2d9rding to the semantic
contribution assigned to each of the three relevant elesraran existential construction.
Recall that the ternsodarefers to any expression following the pivot that is extétad.
| have argued in section 3.1.1 that the instantiation amalgsot a viable option, and the
remaining choice is between the three GQ analyses.
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ANALYSIS SEMANTIC CONTRIBUTION
copula | pivot | coda

McNally (1992) | be instantiated property| secondary property

BC (1981) — GQ -

Zucchi (1995) — GQ domain restrictor, restriction of GQ

Keenan (1987) — GQ predicate property, scope of GQ

Table 3.1: Semantic analyses of existentials

3.3 Choosing between GQ analyses

Of the three GQ analyses, BC's is the only one that assumesatfee-NP structure and
does not involve codas at all. In section 2.4 it was showntti@bare—NP analysis is not
always the right one syntactically and that therefore cadast be posited. Furthermore,
BC’s semantics assumes that gniyvot - XP sequence denotes a GQ over individuals,
which was shown in that section not to be the case. This méanh8C’s analysis cannot
generally be the right one.

The semantic choice involved in deciding between the remgimvo analyses, Keenan’s
and Zucchi’s is whether codas contribute the scope set astaateon set. Recall that on
both analyses (as in McNally’s analysis) codas denote ptiegeof individuals.

If codas are taken to contribute a restriction, somethingtrba said about the scope of
the quantification. As mentioned earlier, the answer predidy Zucchi is that the scope
set is the domain of quantificatiali, as in BC’s analysis. Given this, the choice is then
between the quantificational structures in (72), wheress the meaning of the determiner
in the pivot, N is the meaning of the common noun in the pivot &naé the meaning of
the coda.

(72) Quantificational structures for existentials:
e D(NNC)(E) (Zucchi1995).
e D(N)(C) (Keenan 1987).

The problem with these two quantificational structures et tiney are not model—
theoretically distinguishable from one another for theany of determiners. As Keenan
(1987) observed, for certain determiners, the equivalen¢é3) holds for any two setd
andB.
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(73) D(A,B) = D(AN B)(E)

Clearly the two quantificational structures in (72) are eaaohinstance of one side of
Keenan’s equivalence relation.

(73) holds for any determindp denoting a relation between sets that depends for truth
only on the cardinality of the intersection of those sets, any intersective determiner.
The equivalence holds because for any two se@nd B, the cardinality of(A N B) is
the same as the cardinality 6fA N B) N E). For pivots constructed with intersective
determiners, therefore, Keenan’s and Zucchi’s analyslisyweld exactly the same truth
conditions. This equivalence is easily intuited by compgugopular sentences of the form
D A’'s are Pwith sentences of the forr® A’s that are P exist Thus (74a,b) are truth—
conditionally equivalent.

(74) a. Two insects are poisonous.

b. Two insects that are poisonous exist.

However, as Keenan notes, the equivalence does not holdbferimersective deter-
miners, i.e. determiners that denote relations betweentkat depend for their truth on
more than the cardinality of the sets’ intersection, suclpraportional determiners like
mostor every For example, a determiner lileverydenotes a relation between sets that
holds of two setsA, B iff their intersection includes the sdt (regardless of the cardinality
of either A or A N B). Keenan calls determiners for which the equivalence ir) fickds
existentialdeterminers. The ones for which it does not hold are nontentigl. That the
equivalence does not hold for such determiners can beeudtintexamples parallel to (74)
such as (75). (75a) is false, but (75b) is trivially and neaety true.

(75) a. Allinsects are poisonous.

b. Allinsects that are poisonous exist.

The equivalence does not hold for non—existential detezrsitbbecause the relations
they denote crucially do not depend merely on the interseddf their set arguments, but
on relations between that intersection and other sets. , Miige for any sets4, B, the
cardinality of A N B is always the same as the cardinalitydfn B) N E8, whether some

80r more generally, the same as the cardinalityvf B) N P foranyP D A, B.
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relation holds betweed and B is independent of whether the same relation holds between
AN B and some other set.

Take for example the determinerost The meaning of this determiner is in terms of
the sets in (76).

(76) mostA, B) =1iff |JANB| > |A— B|

A guantificational structure introduced by a pivot with thetetminermost e.g.most in-
sects would be (77) if codas contribute scope sets, but it woul{/8 if they contribute
restriction sets (recall tha¥ is the meaning of the common noun in the pivot &ndhe
meaning of the coda).

(77) mostN)(C)
(78) mostN N C)(E)

The two quantificational structures clearly differ in trationditions. (77) is true iff the
number of N's that are’'s is larger than the number 6fs that are not. (78), the structure
predicted by any analysis in which codas provide a restrigtis true if the number of
Ns that areC’'s that exist is larger than the number @6 that areC's that do not, i.e. iff
INNC| > |(NNC)— E|. Since|(NNC)— E|=0,(78) is true for anyV and anyC'.

Keenan'’s and Zucchi’s analyses therefore make differesdiptions with respect to ex-
istentials with non—existential determiners. Keenan igtedhey should have contingent
meanings (the same meanings as their copular counterpainesieas Zucchi predicts them
to be trivially true. Of course, Keenan’s reason for calloegtain determiners and NPs
“non—existential” and others “existential” is that nonist&ntial determiners do not occur
freely in English existentials (the so-calldéfiniteness effe¢DE), see section 6 for dis-
cussion), and it is his purpose to provide a formal chareaton of those NPs that do
occur freely. Nevertheless, in contexts in which NPs with-egistential determiners do
occur in English, and in languages (such as modern Hebretala@an) in which the DE is
much weaker than in English, the predictions of the two apgines can be tested.

As pointed out by Lumsden (1988) and discussed extensiyéMjdiNally, non—existential
determiners occur freely in pivots when the common nountisrjimeted as a kirfglas in
(79a). (79b) is an example from Hebrew.

SMcNally’s analysis is the only one | am aware of that expldhis fact, see section 6.
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(79) a. There’s every kind of meat in that restaurant.
b. yeSet kol ha-sfarimSela ba-sifriya
Ex accall the-bookwf[3.f.sg]in.def library
They have all her books in the library. (Lit.: There have &lher books in the
library.

In terms of quantificational structures, the meaning assigo (79a) by each analysis is
given in (80a) and (80b) respectively (abstracting awagnfissues having to do with the
exact treatment of kind denoting terms).

(80) a. every{x : kind-of-meatx)})({y : in(y, restaurant;)
b. every{z : kind-of-meatz)} N {z : in(x, restaurant})(E)

The structure in (80b) is true if the set of things that arelkinf meat in the restaurant is a
proper subset of the domain of quantificati®nSince every set is a subsetf including
the empty set, this structure will be true in all models. Tams is true for (79a). Yetitis
plain to see that neither of these sentences is trivially.tithe truth of the first depends on
the menu of the restaurant, the truth of the second on thatoreof the library.

Existentials with non—existential determiners therefdearly show that codas must
contribute the scope set and not a restriction, and thatdstwhe two GQ analyses under
consideration (including BC’s analysis), Keenan'’s is thefgrable one.

3.4 Summary

| have presented four possibilities for the semantic amalgt existential propositions:
McNally’s instantiation analysis and three GQ analyses GIQ analyses are Barwise and
Cooper’s (1981) bare—NP analysis, Zucchi’s (1995) ansiysierms of domain restriction
and Keenan’s (1987) analysis with predicative codas. |eddor a GQ analysis over
an instantiation analysis. Furthermore, | argued agaii@@taBalyses in which the coda
is interpreted as part of the restriction in the quantifaradil structure introduced by the
pivot. The argument against the latter crucially relies atadrom pivots containing non—
intersective quantifiers. Such determiners clearly shawvahn analysis along the lines of
Keenan (1987) is required if pivots indeed denote GQs. Innidyd chapter | point out
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some problems that call for a refinement of Keenan’s anaheiing to do with context
sensitivity as well as a restatement of the meaning and faledas.



Chapter 4

Semantic desiderata for a theory of
existential propositions

GQ-denoting expressions are semantically unsaturatpd (ty, t), t)) and in order to form
a proposition they must compose with an expression progidiscope set . If pivots denote
GQs, then an adequate answer to the existential questionsayisomething about how
the scope of the quantification introduced by pivots is deieed.

In Keenan’s analysis, which was the one outlined at the erttieprevious chapter,
the scope set is contributed in two different ways. When adsgbresent, the property it
denotes determines the scope of quantification. In baréeexisls, the scope is stipulated
to be determined by the trivial property which Keenan calenti which determines the
entire domain of quantification for any given model. Thus Ka®enan’s analysis existen-
tial propositions are always formed by applying a GQ-derppivot to some property of
individuals. The relevant property is the one denoted byctiea when there is one. In
bare existentials, the interpretation defaults to thedriproperty, since no other property
is specified.

While, given that they denote GQs, there is no doubt thattpicombine with set-
denoting elements, as is required by their semantic tygegxistential question asks how
these set-denoting expressions are contributed. Thise@hamues that there are many
cases where the relevant sets are not contributed in the redicped by Keenan’s analysis.

In the case of codas, Keenan’s semantics predicts that codasine with pivots in ex-
actly the same way as any other predicate combines with aifjoational argument, and

45
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specifically in the way post-copular predicates combindheir subjects. In the next
section, | present data which indicate that codas do nowmMedha other (main) predicates,
and specifically that they do not pattern with post-copuladates in copular construc-
tions. For bare existentials, In section 4.3 | present data the role of context in their
interpretation which an analysis of them in terms of thedtipredicate ignores.

An account of these data must be part of any answer to thesakiest question, and
many of them have never been addressed in the semantitUieerdly conclusion will be
that there is no direct predication relation between codhpavot, but rather that context
is involved in the core predication expressed by existeotaises. This must be done
without compromising the main conclusion of the previouapmtkr, namely that codas
contribute to the scope of the quantification introducedhsy pivot. The main purpose
of this dissertation is to propose such an account whichnetthe GQ denotation for
pivots, but incorporates the intuition about codas fourldaNally’s instantiation analysis,
which takes bare existentials as basic and treats codasjasctichodifiers rather than
predicates. Unlike McNally, however, | do not view all codas depictive adjuncts or
secondary predicates.

Specifically, | argue that existential propositions arexfed by applying pivots to im-
plicit contextual arguments, and that codas are contertadifiers restricting these argu-
ments, in much the same way as other contextual modifiensatetste contextual param-
eters relative to which non-existential sentences aregrgged. An analyis in which bare
existentials are basic and codas are modifiers also holgm#icant advantage in terms of
the syntax-semantics interface since, as discussed itertipivots are the only elements
that appear obligatorily in an existential clause, whilda®are generally optional. | out-
line such an analysis in informal terms at the end of this t#rapn chapter 5 | provide a
formal analysis and show how that analysis deals with thewardata presented below.

IKeenan’s analysis doawmot predict that existential and copular constructions areagénidentical in
meaning. Since the two differ in syntactic structure, thalgsis is compatible with differences having to do
with syntactic position, e.g. with the scope of pivots rekato sentential operators such as negation.
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4.1 Codas vs. predicates

4.1.1 Codas with quantifiers

Alongside the standard types of PP or adverbial codas diedus the literature, such as
in the roomor here pivots can also be followed by PPs containing quantifieosn&more
examples are given in (81).

(81) a. There were two people on every ride.
b. There were some Danish actors in every movie.
c. There’s a bus every half hour.

d. There’s a show most nights.

To my knowledge, quantified PP codas were first discussed moKL971), but neither
Kuno nor the semantic literature on existentials offer aifled semantic analysis of them.

Kuno notes that codas with quantifiers generally take widgasaver pivots. This
observation is also made by Bende-Farkas (1999), At leasirime cases, they do so obli-
gatorily. Sentence (81a) means that every ride is such #hdedst) two people are on it,
(81b) means that all relevant movies involve some Danisbracsentence (81c) means that
every thirty minute interval contains some event involvangus (most likely an arrival or
departure), and (81d) means that for most nights, therehs\a that night.

Quantified codas pose a challenge for any analysis that takescope of the quantifi-
cation in the pivot to be a property denoted by the coda, forreasons:

e Quantified codas do not denote sets but rather quantify aveslement in a set-
denoting expression.

e Multiple quantified codas do not combine intersectivelglgeedicates.

Quantified codas do not denote sets

Intuitively, gantified codas such as those in (81) are intdgal as introducing not the scope
of quantification for the pivot, but a quantifier over ensti#om which scope sets are
constructed. For example, consider a simple case such as (82

(82) Thereis abed in most rooms.
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The sentence obviously means that most rooms have a bed o@haaenost roomsntro-
duces a quantifiermnost roomsquantifying over rooms from which the scope sets for the
pivot a bedare constructed. This is represented informally in (83).

(83) For every roomr, exists a bed such that\x[in-r(z)](b).

In a framework in which semantic interpretation takes planea syntactic level distinct

from surface form, such as Montague Grammar or the variotssores of transformational

grammar in the GB tradition, the meaning of quantified codasaturally represented as
involving a syntactic displacement operation such as dfimtaising (QR) at LF or quan-

tifying in. For example, the LF representation of (82), asslg Keenan'’s flat structure,

would be along the lines of (84).

(84) Quantified codas with QR

S
NP S
— T T
Every room  there VP

int;

The scope set for the GQ denoted &\bedhere varies with assignments to a variable
bound by the moved quantifier and denoted by its trace. Thuentdied codas do not,
strictly speaking, contribute a scope set.

Quantified codas contrast in this respect with quantifiedipetes in copular construc-
tions. First, sentences such as (82) do not readily have alaopounterpart. A com-
plication is introduced by the general infelicity of indefenNPs as subjects in copular
constructions on a non-generic interpretation, but theérastpersists when the NP cor-
responding to the pivot is replaced by one whose distributiocopular constructions is
unproblematic.

(85) 7?7 Some bed/at least one bed is in every room.
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However, there might be a purely structural reason why ttatiiied NP in the predi-
cate cannot be raised out of the PP in copular clauses. Penaye telling is the fact that
guantified predicates have readings that are systematiadlyailable for quantified codas.
The relevant readings are ones where the prepositionattdiajees narrow scope and the
PP is interpreted as a regulkar t) predicate, as in (86).

(86) a. lke and Tina were on every ride in Coney Island.

b. Sylvester Stallone is in most movies.

(86a) involves the property of being an individual who hasrben all the rides in the
amusement park on Coney Island. This property is not availal(81a), which does not
(and cannot) mean that two people are such that they havedvealh the rides in some
context. Similarly, (86b) involves the property of beingiadividual such that s/he appears
in most movies. This property is again not available for (8thich cannot be paraphrased
asThere are some Danish actors who are in every mbévie

In many cases, the potential property-denoting or narrapsceading of a quantified
coda is ruled out by world knowledge, as in (87).

(87) There’s a cop on every corner.

Yet what the examples above show is that even when a narrgee seading for the coda
is not ruled out by world knowledge (some people are pesfaetpable of going on all the
rides in an amusement park), it is still not available.

It is important at this point to keep in mind the differencévizeen scope and specificity.
The fact that pivots have narrow scope relative to codas doesile out a specific reading
for them, e.g. fotwo peoplein (81a). The sentence would still be true in a situation in
which every ride (in some amusement park) had the same twolgea it, say Ike and
Tina (at different times, of course). This is because anilemtat relation holds between
wide and narrow scope readings for indefinites, and cardjnahtifiers liketwo behave
like indefinites in this respect. In other words, the scemariwhich lke and Tina are on
every ride is just a special case of the general case in wihich ede has two people on it.
For this reason, the discourses in (88) are perfectly colhére do not constitute evidence
for a wide scope reading for the pivot.

2Note that the potential objection thia¢ in sentence (86b) really meaappearsis immaterial, since it
has exactly the same meaning in the existential in (81b).
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(88) a. There were two people on every ride. They were Ike amal. T

b. There were two people on every ride: Ike and Tina.

That codas obligatorily take widest scope can be discergeshénging the determiner in
the pivot. For example, imagine a situation in which eacke dthe amusement park is
mounted by fifty people. Everyone goes on just one ride, eXfoepke and Tina, who go
on all of them. In this situation, it is false to say that thesxe exactly two people on every
ride (there were fifty). But it is true in this situation to simat exactly two people were on
every ride — Ike an Tina went on all the rides, but no other feedl.

Two more examples from Kuno demonstrating the semanticasinbetween a coda
and a predicate are given in (89) and (90).

(89) a. There’s only one kind of fish in every pond. (Kuno 1971)
(Necessarily: Every pond has just one kind of fish)

b. Only one kind of fish is in every pond.
(Possibly: Every pond has more than one kind of fish)

(90) a. There are many people here every day. (Kuno 1971)

b. Many people are here every day.

The contrast in (90) provides particularly clear evidert todas are not predicates. In
(90b), the phrasevery dayis clearly a predicate modifier: it operates on the predibate
hereto form the predicatbe here every dayrhis predicate is true of an individual if every
day is a day in which that individual is here, and the senténtree if there are many such
individuals. This reading is unavailable to (90a), whicllyaneans that every day is a day
on which many people are here. Bawgrein (90a) is a coda on any analysis. If codas are
predicates, there is no reason why they should behave aieyatfifly from post-copular
predicates with respect to predicate modifiers.

The first problem posed by quantified PP codas for any answbetexistential ques-
tion in which pivots and codas stand in a subject-predicaitgion is therefore that such
codas do not determine a scope set for the pivot. Even thauggttifjed PPs do in principle
have perfectly standarg, ¢) readings when they appear as predicates, these readings are
not available to codas.
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Multiple quantified codas do not combine intersectively

The problem posed by quantified codas is exacerbated by icasbegh there is more than
one such coda, as in (91).

(91) There is a phone in most homes in some countries.

The semantic literature on existentials has not discusselil gases in any detail. If codas
denoted sets or properties, then presumably multiple cedasld be interpreted inter-
sectively as conjuncts. However, an intersective integpi@n does not yield the correct
results for (91). The sentence means that some countriesiahethat in those countries,
most homes have a phone. It does not mean that there is a gtadng in most homes and
is also in some countries, nor does it mean that most homesand countries are such
that there is a phone in them.

Moreover, multiple quantified codas do not give rise to thelkof inferences expected
if they were interpreted intersectively as sets. For examf®@2a) does not entail either
(92b) or (92c). An analysis in which codas contribute setsoaexplain these inference
patterns.

(92) a. There are two phones in every home in most countries.
b. There are two phones in most countries.

c. There are two phones in every home.

Thus, in order to account for quantified and multiple codasaaalysis in which pivots
and codas stand in a subject-predicate relation must beentgohwith two assumptions.
The first is that there is an obligatory rule of quantifier irggsn codas. The second is that
multiple codas constitute a single PP with NP-internal rfiedi and are interpreted like
inverse linked structures. | pursue instead an analysistwhliows for genuine multiple
codas.

4.1.2 Codas with readings unavailable to predicates
Part-whole and constitution readings

Existential constructions can express what may be calstiwholeor constitutionrela-
tions, as in (93).



CHAPTER 4. DESIDERATA FOR EXISTENTIAL PROPOSITIONS 52

(93) There are penalty kicks in soccer.

In some cases, existentials with such readings simply d¢drenparaphrased with copu-
lar clauses in which the coda PP occurs as a predicate, as falkbwing examples (Kuno
1971; Kimball 1973):

(94) a. There is space in the margin. (Kuno 1971)
b. ?? Space is in the margin.
(95) a. Thereis some room in the car.

b. ?? Some room isin the car.

In other cases, a copular variant is readily available, tstnot a paraphrase of the exis-
tential. Such cases are exemplified in (96)—(99).

(96) There are no Arab ministers in Israel.

o

b. No Arab ministers are in Israel

(97) a. There are no committees here.
b. No committees are here.

(98) a. There are no wardens in this prison.

b. No wardens are in this prison.

(99) a. There are some residents in this house (but none Hre house).

b. Some residents are in this house (#but none are in the house

(96a) is ambiguous. Its most salient reading (to my mind)lves the part-whole/constitution
relation. On this reading the sentence means that no Arabs as ministers in the Israeli
government, and can be paraphrased using thehaarg as in (100).

(100) Israel has no Arab ministers.

On another reading the sentence means that no Arab min{§tens any country) are
present in Israel at the context time. (96b) on the other hamebt ambiguous. It only
means that no Arab ministers are present in Israel at theexpbtitne, and unlike (96a) it
cannot be paraphrased by (100).
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The codain Israel therefore has a meaning that is not available for the preslioa
Israel. While the former can have a part-whole/constitution regdithe latter is only
locative. The two readings are clearly truth-conditiopalistinct. Until very recently, it
was true that there were no Arab ministers in Isfaklowever, it has often been the case
that Arab ministers were present in Israel. If codas andtpistand in a subject-predicate
relation, the contrast between (96a) and (96b) is completgkterious.

Similarly, (97a) on its most salient reading means that tts#itution the speaker is
referring to does not have committees. On another readingains that no committees (or,
more precisely, committee members) are present at thadocatd time of context. (97b)
on the other hand only has the latter reading, not the forr{@8a) is ambiguous in the
same way. On its most salient reading, it means that this adtamative prison in which
no wardens are employed to guard the inmates. On this re#tiérgentence can again be
paraphrased abhis prison has no wardeng98b) is also at least two ways ambiguous.
It can mean either that no people who served as wardensr aitli@s prison or at some
other prison, are imprisoned in this prison, or it can meat tlo wardens are present at
this prison at the time of context. However the reading paragable witthavewhich is
available to (98a) is not available to (98b). Finally, (98tgans that some residents of the
house are present in the house at the context time. (99agattibr hand can simply mean
that the house has residents, not committing to their wihenga at the context time.

The descriptive generalization about these examplestistisientials can express part-
whole/constitution relations (ministers are constitefparts of (some) countries, wardens
are constitutive parts of a prison, etc.). Such a semanatioa does not in general hold
between a subject and a predicate in a copular clahdere examples of this contrast are
givenin (101)

(101) a. There are four doors in a sedan.
b. There are three sides in a triangle.
c. There was no sheriff in the town.

3The first Arab minister was appointed in January 2007.
“4Locative PP predicates are not in general restricted tdyloeative readings. As an example consider

There are some meat dishes on the mevhich means the same 89me meat dishes are on the mesmd
does not mean that the dishes are situated physically on¢he.m
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This type of reading for existentials was noticed for Ergliy Kimball (1973}, who
called it inalienable possession. Kimball saw in these £as@lence that existentials are
inherently locative. However, the sense in which he measisttompletely different from
the sense in which the equation of existentials with loeatig usually seen in the literature.
For him, existentials are locative because all objectsrakeinably possessed by locations
and all events are inalienably possessed by their runnmgsti existentials express this
possessive relation. In other words what Kimball is reattyuang is not that existentials
are locative, but that they are possessive. Both the pasterdnd constitution relations can
be thought of as types of possession. The tight link betweestemtials and possessives
both typologically and diachronically is very well knownyns 1967; Clark 1978; Freeze
1992; Zeitoun et al. 1999; Heine 1997; Abdoulaye 2006 amoagynothers). However, it
has never been factored into an explicit semantic analyssgistentials, and no existing
account captures or predicts it in any way. Capturing theasgim affinity between exis-
tentials and possessives is one of the motivations for theoagh to existentials developed
in chapter 5. At this point, it is enough to note that this atffiirs completely unexpected if
pivots and codas stand in a subject-predicate relationgsiarresponding copular clauses
do not in general give rise to possessive readings.

Free relative codas

Another case where codas have readings unavailable tappstar predicates is when the
coda is a free relative, as in (102).

(102) a. There is a zoo where | come from.

b. A zoois where | come from.

(102a) means that | come from a place featuring a zoo, whé¢t@2b) can only mean that
| come from a zoo.

The codawhere | come fronin (102a) is interpreted as if it were the RPthe place
where | come fromThus, if the place where | come from is San Diego, the sestereans
that there is a zoo in San Diego. The predioateere | come fronin (102b), in contrast,
is interpreted as the predicative Nife place | come fromThis NP is predicated of the

SKimball does not note the contrast in this respect betweeéstesials and corresponding copulars.
Rather, he claims that such copular counterparts are neasmgatical.
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subjecta zoq and the sentence is true if there is a zoo which is the placsmedrom. The
phenomenon is quite general. More examples are given in @@8(104).

(103) a. There is a toilet where we went campigg.
b. Atoiletis where we went camping.

(104) a. There was a war the last time someone killed a priAce.

b. A war was the last time someone killed a prince.

It might be objected that the free relative in examples lik@2@) is not a coda at all,
but rather an adjunct. However, this objection presupptisgscodas are not adjuncts, but
something else. But if codas are not adjuncts, then theyithrer énternal modifiers in the
pivot or predicates. The former option has already beerdralg in chapter 3, and the
latter option is exactly what this chapter has been argugagnst. In fact, semantically the
relevant free relatives are indistinguishable from stath&& codas. For example, if | come
from Israel, (105a) is truth-conditionally equivalent i®b).

(105) a. Thereis awar [where | come from].

b. Thereis awar [in Israel].
Similarly, if | was born in Chicago, then (106a) and (106bydnthe same meaning.

(106) a. There is a zoo where | was born.

b. There is a zoo in Chicago.

Hence, as far as the semantic contribution of codas to @etigtgropositions and their
semantic relation to pivots is concerned, FRs followingwpare indistinguishable from
paradigmatic PP codas.

In order to show that FRs in existentials are not predicadad fence that codas are
not predicates) a digression into the nature of free redat{i#Rs) is necessarily. It has been
observed by various authors (e.g. Emonds 1976; Larson 186awley 1988 and most
recently Caponigro and Pearl To appear) that some freevedatan be interpreted as either
NPs or PPs.

(107) a. Ilike where you're going. (NP interpretation)
b. You’'ll need this where you're going. (PP interpretation)
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The immediate pre-theoretical observation about thesmpbes is that in (107a) the FR is
equivalent to an NP whereas in (107b) it is equivalent to allRBs, a FR in an example
like (107b) can be replaced with a PP conserving tPuBmr example, if | am on my way
to Hell, (107a) and (107b) can be paraphrased as in (108&)188) respectively.

(108) a. Ilike Hell.
b. You'll need this in Hell.

Another fairly uncontroversial observation about the twRsFand the NP and PP that
replace them in (108a) and (108b) respectively, is the& nolthe predicational structure
of the sentence. The FR/NP in (107a) and (108a) is an argumveeteas the FR/PP in
(107b) and (108b) is a (verbal or sentential) modifier.

The different roles played by the FRs in the predication &ed paraphrasability with
either an NP or a PP correlate, of course, with their intégpien. In (107a) and (108a),
where the FR is an argument and corresponds to an NP, it\cleders to a place: Hell.
Intuitively, the role of the FR in (107b) (and the PP in (10Bi1p locate the event expressed
in the rest of the clause. However, as will become clear lateithe exact nature of this
function is a non-trivial issue. What is clear is that the RRR$ modifier role does not refer
to a location and behaves as if it were a PP.

PPs such am Hell have another function beyond the two mentioned above (aggtim
and modifier). They can also act as main semantic predicategpular clauses such as
(109).

(109) Orpheusisin Hell.

It is these predicative and modifier functions that are @Yo the contrast between ex-
istential and copular clauses exemplified in (102). The FR@2b) is in predicative con-
text. Generally, FRs in predicative contexts have only NRmegs to the exclusion of PP
meanings. For example, the free relatwkere | come fronin (102b) is interpreted as a
predicative NP, denoting the property lodéing the place from which | com@&his is not
an idiosyncratic property of the FiRhere | come fronin (102b), but a general property

8] thank Cleo Condoravdi for pointing this point out to me.
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of FRs functioning as predicatésFor example, proper names, not readily interpretable
as denoting a location, cannot felicitously occur as subjeccopular clauses with a FR
predicate as in (110a). (110b) similarly does not have ampnétation that a demonstration
occurred in the place where Mary Magdalene was stoned, iyttt she was stoned at a
demonstration.

(110) a. ?? Orpheus is where you’re going.
= Orpheus is in Hell.

b. A demonstration was where Mary Magdalene was stoned.

That FRs in predicative positions have only NP meanings ané® meanings is also
evidenced by the inference patterns. If the FR in (111a) lRaceRdings, then the inference
in (111a) would be as seamless as the one in (111b). Howbieimterence is not valid.

(111) a. Igrewupin New York
Penn Station is in New York
./ Penn Station is where | grew up.

b. 1 grew up in New York
Penn Station is in New York
.. Penn Station is in the city | grew up in.

Thus, FRs in predicative positions have NP meanings whereasodifiers they have
PP meaning8. The interpretation of FRs in existentials as exemplifiechia ¢ontrast in
(102), (103) and (104) is as PPs, not NPs, and in this senses qaadtern with modifiers,
not with predicates. The truth conditional difference bew existentials and copulars with
FRs stems therefore from the difference between the modiifretion and the predicate
function played by the FR.

"There are exceptions to this generalization with such s@essions akove is where you find @nd also
with non-set expression examples lideme is where you want it to lwer Make sure everything is where you
left it.

8] do not enter here the interesting question of whether §ggesnatic interpretational difference entails

two distinct structures for FRs, one involving an NP and thieeoa PP with an empty preposition (see
Caponigro and Pearl To appear for a suggestion along thresss) i
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(112) The interpretation and function of free relativesxistentials and copulars
CONSTRUCTION INTERPRETATION FUNCTION
Existentials PP/*NP modifier
Copulars *PP/NP predicate

In this light, the objection that FRs are adjuncts rathentt@adas turns from an objection
into an empirical generalization which a semantic theorgra$tentials should model: co-
das behave semantically not like predicates, but like mardifio wit, their paraphrasability
with FRs).

Temporal interpretation

Shifting attention from locative codas to temporal one®ady an interesting contrast be-
tween the interpretation of temporal PPs as codas and tpretation of the same PPs as
predicates in copular constructions. Specifically, thetremh arises for PPs relating dura-
tion, such asintil noonor for 10 hours English copular sentences with such PPs are often
decidedly odd to native speakers and also seem to be difficfittd in corpore®. Neverthe-
less, speakers | have consulted with converge in theirtiohs about the meaning of such
examples, to the extent that they are acceptable.

(113) a. There were no contracts for more than a year.

b. No contracts were for more than a year.

(114) a. There were no TV programs until midnight.
b. ? No TV programs were until midnight.

(115) a. There were no flights until evening.

b. ? No flights were until evening.

Consider (115) as an example. While (115a) intuitively nsedmat no flights left before
evening, (115b) means that no flight lasted until evenirgg,that all relevant flights had
landed before evening. Suppose that there are two flightemdif2; the contrast can then
be shown graphically in (116), Wheiéuemng is the onset of evenlngfl andf2 are the

9For example, as far as | can tell none are attested in the BX&nles are difficult to search for on the
web, but they are clearly not abundant there either.
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departure times of the first and second flights respectiaalg,/ 1 and 2 their respective
arrival times. The same meanings are relevant for (114).

(116) a. Scenario consistent with (115a):
--------- Evening+++f1++f2++++

b. Scenario consistent with (115b):
---- fl----- f2- - Evening+++++++

Exactly the same contrast with exactly the same meaningdvied can be found in
Hebrew, where again the copular variants strike speakessraswhat odd.

(117) a. yeSharbetisot ad xacot.
Ex manyflights until midnight

There are many flights until midnight. (But few later.)

b. ?harbdisot hen ad xacot.
manyflights cop[3.f.pl] until midnight

Many flights are/run until midnight.

At the heart of these contrasts is the fact that the copuladhréiv and at least to
some degree copula@ein English can support aspectual information compatibld wie
meaning of the PP predicate. In each of the copular examptaseahe verlbeis used as
if in the role of an aspectual verb likastor go on

The contrast with the existential in each case could bea@lai a lexical difference
between the existential and non-existential copulas inliEmgnd Hebrew, namely that
existential copulas are not capable of carrying such aspkotformation. But | know
of no general reason why such a lexical contrast might aaisd,without such a general
explanation positing a lexcial difference seems ad hocnjncase, the relevant descriptive
generalization is that, as in the previous cases discussagpral PP codas have meanings
different from and unavailable to post-copular predicates

4.1.3 Licensing of free choicany

Codas but not copular predicates license free changeas shown in (118)—(120). (118b—
d) show that it is not the indefiniteness of the subject NPitithices ungrammaticality.

(118) a. There’s alionin any zoo.
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b. *Alionisin any zoo.
c. *Thelionis in any zoo.

d. *Lions are in any zoo.

(119) a. There is a common flaw in any study that uses the knibckodel°
b. ?? A common flaw is in any study that uses the knockout model.

(120) There was a strong military presence around any stgdpcilities for port security
reasons, so this factor would have to be kept in niind.

If codas are predicates, it is completely mysterious why #i®uld license free choi@ny
when post-copular predicates do not.

4.2 Interim summary

All the data discussed in this chapter so far (quantified sptlemporal PP codas, free
relative codas and licensing of free choa&®) point to semantic differences between codas
and predicates. The first desideratum for an adequate ans\wer existential question is
therefore that codas be distinguished semantically fraedipates. The analysis in Keenan
(1987) does not fulfill this desideratum as it is formulataad must therefore be revised.

4.3 Context dependence and bare existentials

The second desideratum for an answer to the existentiatiqneghich Keenan’s analysis
does not fulfill has to do with the simple observation thatebexistentials are context-
dependent. English and Hebrew examples of bare existeatialgiven in (121) and (122).

(121) a. There is still some discrimination. (Switchboard)
b. There’s still time.
c. There’s no coffee.

d. There were only two seats.

Oheart.bmjjournals.com/cgi/content/full/91/8/1080
Uhttp://lwww.greenspun.com/bboard/g-and-a-fetch-reinisgid=00ANFt
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(122) a. yeSnayim xamim.
EX water[pl]hot[pl]
There’s hot water.
b. yeShamonmakom.
EX much place
There’s a lot of space.

All the GQ analyses discussed in chapter 3 follow Barwise @adper (1981) in as-
suming the analysis of bare existentials | have cadteahg existentialispmamely that they
are interpreted as if containing a trivial predicate demgpthe universal property, i.e. the
property applying to everything in the domain of quantificat This property is sometimes
modeled as the property of self-identity|x = x], since the extension of this property in
any model is the domain of the model.

While strong existentialism yields intuitively correctith conditions in some cases, it
clearly yields unintuitive truth conditions in others. Fexample, while (121a) can be used
to assert that discrimination does not exist in the domaiguzintification (or no longer
does), this is not its most natural meanidgRather it normally means that some context
that is salient in the discussion is such that there is sitrdmination in that context.
Similarly (121b) does not mean that coffee does not exidténdomain of quantification.
Rather it means that in some context, coffee has run out anthigilable. Thus, the scope
set of the pivot in a bare existential is contextually defeed and is often not the domain
but a subset of it.

That the scope set of pivots in bare existentials is not theailo of the model is also
evidenced by the fact that (123) is perfectly felicitous] #mat the inference in (124) is not
valid.®

(123) There’s no coffee, but | can go get some from the store.

(124) a. There’s no coffee.

b. - There’s no coffee at the store.

2An even less natural meaning results if the universal ptgpeassociated with an extensionally equiva-
lent property that has a different descriptive contenthsaagself—identity. The paraphrase “no discrimination
is self-identical” is clearly infelicitous.

13| thank Cleo Condoravdi for pointing this inference patteatto me.
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If the scope of quantification in the first disjunct in (123)rer¢he domain of quantfication,
the sentence would entail that no coffee exists, and tharipn would be necessarily
false, which it is not. Similarly, if (124a) is interpreted guantifying over the domain,
then sincenois downward monotone, (124b) would follow logically (if themain of the
model contains no coffee then any subset of this domain alstams no coffee), which it
does not.

The context sensitivity of bare existentials has often leserved in the literature. For
example, (Borschev and Partee 2001:22) write: “It is imguatrthat existence is always
understood with respect to some LOCation. An implicit LO@atmust be given by the
context. This is usually “here” or “there”, “now” or “then’”’An answer to the existential
guestion must explicate what it means to be “understood megpect to some LOCation”
and what the nature is of the presumed implicit element ie barstentials. Saying that the
implicit element is “usually “here” or “there”, “now” or “tln™ is not satisfactory. Clearly
there are many cases where the implicit element does notamgvef these readings. For
example, a sentence likdere are many ways to skin a rabdites not mean that there are
many ways to skin a rabbit here, now, there or then.

In fact, no explicit semantics has correctly modeled thistegt sensitivity. Partee
(2004, (1999)) attempts to merge the intuition that the iaifptlement in bare existentials
is the universal property or a trivial predicate “exist” withe intuition that this implicit
element is somehow implied by context. According to Partke,predicate “exist” or
the property\z[z = z| is “the existential generalization of a missing XP argumient
a construction whose full form is.. there be NP XP”. She then provides the meanings
in (125) for there bein a bare existential (I add types to the variables for glanhere
relevant):

(125) there is/areg(without coda):
)\P<(e,t>,t> [3@«6@ [P(Q)H = )\P[P()\Z[Z = Z])] = )\P[P(eXiSt)] (: Partee’s (193.))

However, the expressions in (125) are not equivalent. TdiéMap expressions\P[P(\z[z =
z])] and A P[P (exist)], denote the set of GQs that contain the entire domain of ficant
tion, and are therefore versions of strong existentialishich was already argued against
above.

The expression\P[3Q[P(Q)]] denotes a different set of GQs, the set of non-empty
ones. This meaning for bare existentials predicts that &isyemtial with a coda entails the



CHAPTER 4. DESIDERATA FOR EXISTENTIAL PROPOSITIONS 63

corresponing bare existential. This is because by simpkteskal generalization, (126)
holds for any setd and any GQP,

(126) P(A) — FQe.ny[P(Q)]

However, it is easy to see that the inference from an existlenith a coda to the corre-
sponding bare existential is never valid for non-monotame @downward montone deter-
miners. For example, if there are no prophets on my boat e awt follow that there are
no prophets, and if there is exactly one prophet on my boatesahot follow that there is
exactly one prophet.

Strong existentialism captures this easily. By definiti@®7) holds for all and only
upward-monotone quantifiers.

(127) Foranytwo setd C B, P(A) — P(B).

Since strong existentialism models bare existential®@g), whereP is the quantifier
denoted by the pivot, a bare existential is entailed by astential with a coda only if the
latter involves an upward-monotone quantifier.

But if bare existentials involve existential quantificatiover the scope set then the
inference from an existential with a coda to the correspadiare existential ialways
valid, regardless of the properties of the GQ, as shown i6)(@Bove. For example, if no
prophets have a beard, then it follows that there is somélsetét of bearded people) that
does not contain prophets and hence that there is a set Hsainféhe denotation of the
GQ denoted byo prophetsand hence, on Partee’s suggestion, that there are no psophe
But of course it does not follow from the fact that no prophetse beards that there are no
prophets. Thus, the meaning of bare existentials cannotvewexistential quantification
over the scope set.

For upward monotone quantifiers, existential quantificatbowver the scope set and
strong existentialism both predict an inference from exigals with a coda to bare ex-
istentials. However, this inference is not always int@lwvalid either. For example, it
follows from (128a) that there is a sBtsuch that the G@hree empty seatslds of P, and
therefore (128a) is predicted to entail (128b).

(128) a. There are three empty seats in the reserved section.
b. There are three empty seats.
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However, the way in which such sentences are used does nitivielty license this infer-
ence. For example, in a situation in which | am entering a edrttall and looking for a
place to sit, and in which all the seats in the non-reservetioses have been taken, (128a)
might be true, but (128Db) is intuitively false. Again thidiscause in the described context,
(128b) is naturally interpreted neither as a statementttitae empty seats exist nor as a
statement that they exist somewhere or with some propertyakher as a claim about the
availability/existence of empty seats in the relevant erfjti.e. in the set of seats in which
| can potentially sit.

The conclusion from this discussion is that bare existéntla not involve existential
guantification over the scope set, nor do they always inwbleentire domain (though they
sometimes do). Rather, the scope set in bare existentialev&ded by context.

4.4 Summary

This chapter presented data suggesting two desideratathanswer to the existential
guestion should meet:

1. The relation between codas and pivots should be semiwtiistiguished from
predication.

2. The scope set in bare existentials should be contextdet§rmined.

In addition to these two desiderata, a constraint was eskedal at the end of chapter 3,
namely that codas make a contribution to the scope ratherthigarestriction of the quan-
tification introduced by the pivot. In other words, what isjuged is a theory in which
codas contribute to the scope of quantification, but do soway different from predi-
cates, and in which, in the absence of codas, the scope offigadion is contributed by
context. The next chapter suggests such a theory.



Chapter 5
An analysis of existential propositions

This chapter presents my analysis of existential propmssti The analysis proposes an
answer to the existential question that meets the two degaléeiscussed in the previous
chapter, and explains the various types of data discussegl. th

5.1 The core predication in existentials

My approach to answering the existential question is byrdgteng what the core predi-
cation in existentials is — what is the main predicate, andtwdiare its argument(s).

All the analyses considered so far have viewed pivots asrtherents of some predi-
cate: an instantiation predicate for McNally, the univemaperty for Zucchi, and either
the coda or the universal property for Keenan. The suggebkéague for here is that pivots
are the main predicates of existential constructions, aetmes suggested in the syntactic
literature (e.g. by Jenkins 1975; Williams 1984). Initiabtivation for such a view comes
from the observation, discussed in chapter 2, that pivetshes only elements of existential
clauses that are obligatory across languages. Codas agsabptional and copulas some-
times are. If the main predicate of an existential consibnds some element other than
the pivot, this is quite surprising given what is generaliypwn about clause structure.

65
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5.1.1 Pivots as the main predicates in existentials

While it has been claimed in the literature that pivots ar@rpeedicates, this claim has not
been supported by an explicit semantic analysis that woydthen what kind of predicative
role pivots have semantically. In other words, what is theastic content of the pivot
predicate?

| have adopted a GQ analysis for pivots. Most of the discussi& Qs in the semantic
literature focuses on GQ-denoting expressions in argupesitions. But since GQs are
sets of sets, it is (at least) equally intuitive to think o as expressing (second order)
propertiesof sets. For example, the G@o clownss a property that is true of a set if that
setcontainstwo clowns, and the G@very clowns the property of sets that is true of a set
if it contains every clown.

More generally, it is well known that for all relations expséble by natural language
determiners, if the relation holds between the restrictbRest and the scope s&cope,
it also holds betweeRest and the intersectiohnt of Rest andScope (this is Barwise
and Cooper’'sonservativity universal As a consequence, any GQ can be construed as
conveying information abodtnt , either that it has some cardinality, or that its cardinal-
ity has some property (such as being bigger than seven, gebtban the cardinality of
Rest —I nt). And sincel nt is always a subset of técope (including whenl nt is
the empty set), conveying information abdutt is just conveying information about what
Scope contains or does not contain, and specifically about theirality of the set of
members oRest contained infScope.

The descriptive content of GQs as predicates is therefomtinmentelation predi-
cated of the scope set, as in (129).

(129) GQs as predicates
An NP of form[ Det N] denotes a propert® . . Of sets such that for any set
P, P e P iff P containsd elements of[N]|, whered is a cardinality, an element in
a set of cardinalities or a proportion determined [Det ||.

A GQ denotation for pivots is thus particularly suitable feodeling them as the main
predicates of existential constructions. The natural tipress then how the pivot predicate
composes with its semantic argument. Syntactically, piaoé fully saturated NPs and do
not select for any complements. The basic structure | as$onan English existential is



CHAPTER 5. AN ANALYSIS OF EXISTENTIAL PROPOSITIONS 67

given in (130).

(130) Basic structure of existentials
S

/\
there VP

N
be NB,,t
Given these assumptions, the semantic argument of pivotdypresent semantically, not
syntactically. In other words, it is an implicit argumenthél'view of the core predication
in existentials argued for here, and so the answer | offetf@existential question, can be
represented informally as in (164).

(131) Pivot(implicit argument)

This answer follows McNally's analysis in viewing bare dgistials as basic and as ex-
pressing the core meaning of an existential clause. The rofdyavailable for codas in
this picture is as modifiers operating on the main predioatixpressed by the pivot and its
implicit argument, and in this sense too my approach is clus#&IcNally’s analysis than
to Keenan’s. However, before moving on to discuss the roleodbas, some motivation is
required for the view that pivots have implicit arguments.

5.1.2 Bare existentials and implicit arguments

A comparison of bare existentials with other linguistic wxts involving implicit argu-
ments provides strong empirical support for the analysigested above, and also reveals
much about the range of meanings bare existentials can hadetheir interaction with
context.

Implicit arguments (of the type relevant here) include “simg” objects of transitive
verbs as well as such predicated@sal in “a local bar” or relatedin “a relatedmatter”.
Fillmore (1986) identified two types of readings for missoigjects: an existential quan-
tification reading (132a) and a definite reading (132b).

(132) a. late. (=1ate something)
b. I noticed. (= I noticed that)
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Condoravdi and Gawron (1996) (CG) show that the impliciuangnts of non-verbal lex-
ical predicates such dscal involve the definite reading and not the existential one. CG
show further that definite implicit arguments have threelkiof readings in relation to con-
text: deictic, anaphoric and bound—variable readingsy Plaént out that the availability of

all three types of readings distinguishes implicit argutedrom other context—dependent
arguments such as pronouns. The three readings of implgiteents are demonstrated in
(133).

(133) a. Deictic: Alocal bar is selling cheap beer.

b. Anaphoric: We stayed two weeks in the village. A local bar was sellingagh
beer.

c. Bound variable: Every fan watched the game in a local bar.
The fact that pronouns lack some of these readings is shoyr3#), CG’s example (13).

(134) a. Every man who bet on the Superbowl won.
b. Every man who bet on the Superbowl won the bet.

c. Every man who bet on the Superbowl won it.

While (134b) is equivalent to (134a), (134c) is not and caly amean that everyone who
bet on the Superbowl also won the Superbowl. What this ¢gledubws is that the value of
an implicit argument can be retrieved from context withautaert linguistic antecedent
being present, whereas a pronoun must be bound to a possibtedent if there is one. It
is perhaps worth pointing out that this contrast betweerligt@rguments and pronouns
is not an idiosyncrasy of English grammar but a general sémtact. Exactly the same
contrast can be reproduced in Hebrew.

(135) kolmi Se-hitarev al ha-misxakniceax.
all whothat-bet[3.m.sg.pstjnthe-game win[3.m.sg.pst]

Everyone who bet on the game won.

(136) kolmi Se-hitarev al ha-misxakniceax ba-hitarvut.
all whothat-bet[3.m.sg.pstin the-game win[3.m.sg.pst]n.the-betting

Every man who bet on the game won the bet.
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(137) kolmi Se-hitarev al ha-misxakniceax bo.
all whothat-bet[3.m.sg.pstinthe-game win[3.m.sg.pst]n[3.m.sg]

Every man who bet on the game won it.

Getting back to bare existentials, it is easy to see thatri@icit argument of the
GQ denoted by the pivot has all and only the interpretatimadable to definite implicit
arguments. That this argument does not receive an exalignguantified reading was
already shown in the discussion of the context dependenbaref existentials in section
4.3. That this argument can have deictic, anaphoric anddwanable readings is shown
in (138).

(138) a. There’s no more foodDegictic)
b. We had to leave the village. There was no more foddaphoric)

c. Every village is abandoned when there is no more food.
(Bound variable)

The contrast between implicit arguments and pronouns id)(¢8n also be reproduced
with existentials, as exemplified in (139)—(141).

(139) a. Jacob fled to Egypt because there was a famine.

b. Jacob fled to Egypt because there was a famine there.

(140) a. The Austro-Hungarian emperor travelled to Isthbboause there was a siege.

b. The Austro-Hungarian emperor travelled to Istanbul beedhere was a siege
there.

(141) a. Nobody at the screening noticed that there wasnaele
b. Nobody at the screening noticed that there was violerereth

The natural interpretation of (139a) is that Jacob is fleéinggypt because the place he
is living in is famine struck. (139b) on the other hand canyomlean that the famine
is in Egypt and for some reason Jacob is fleeing there. In {140@ emperor is likely

1Strictly speaking, the pronouns in these exmaples are athy arallel to the implicit arguments they are
contrasted with, since pivots are saturated and can netilchave an explicit argument. The adverbial
pronouns are codas, which are modifiers. However, in the@artecases this does not affect the semantic
argument.
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traveling to Istanbul because there is a siege in Viennalwéaene diplomacy (or a quick
surrender) might help to lift. But in (140b) the siege mustitbéstanbul. Finally, one
natural interpretation of (141a) is that no people notideat there was violence in the
movie. This interpretation is not available however forXi}i which can only mean that
nobody noticed there was violence at the screening.

The parallelism between the interpretations available are existentials and those
available in linguistic contexts involving implicit argients thus lends much empirical
support for the claim that pivot predicates have an impégjument.

At the same time, assuming that pivots have implicit setraegnts makes it possible to
model the variety of readings available to bare existentiad the role of context in deter-
mining the scope of quantification in existentials. In eatthe three examples above, an
entity implied by a matrix constituent is introduced as adigse referent in the common
ground. The implicit argument of the pivot, its scope sed, st of entities related by some
contextually determined relation to this discourse rafete

In general then the implicit argument that forms the scopgeoté¢he pivot is a set
contributed by context. | refer to such setscamtextual domains Contextual domains
are essentially similar to the context sets familiar from literature on contextual domain
restriction (e.g. Westerstahl 1984; Von Fintel 1994; Rtb&995; Gawron 1996; Stanley
and Gendler Szab6 2000). For example, the sentence in {442} understood to entail
that animals are now extinct.

2Bende-Farkas (1999) makes an interesting related suggestodeling what | call the implicit argument
of the pivot as a location discourse referent introducethleye be However, as already discussed, there are
languages where no overt material is available to introdhisediscourse referent. Furthermore, Bende-
Farkas’ approach requires her to comhtinere bewith the determiner in the pivot as a property modifier. |
find the idea thathere be Dets a complex determiner somewhat unintuitive, especiaitii won-existential
determiners (in Keenan'’s sense) suchrasstor every Bende-Farkas is not completely explicit about the
combination of such determiners withere beand with codas, but if | understand her suggestion correctly
it assigns unintuitive truth conditions to existentialshwion-existential pivots. For example, a sentence like
??There is every student on the Hios its perfectly grammatical Hebrew counterpart) recgigsemeaning
along the lines of “For every student located in some locatior is on the bus”, which is a vacuous quan-
tification since the variable over students in the restittppears nowhere in the scope. It is not clear to
me what meaning her analysis assigns to a sentenc@?ikbere are most students on the bu3here were
most of the usual people there
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(142) Coli endotoxin caused death in all animals within 18@dours>

Generally, what is involved in such cases is that a contéixtsiapplied set is understood to
intersect with the common noun in the meaning of the relegaantified expression. Thus
the quantified expressiaall animalsin (142) is interpreted as if some covert PP such as
in the experimentvere modifying the head nowamimals As with the implicit argument

of pivots, here too context must supply a salient discoueserent, the experiment, and
the context set is constructed as a set of entities relatddsaliscourse referent by some
contextually salient relation. More generally, one caregpe thecontextual domain of an
entity, the context set determined through a salient discourseemnaf and relation. Con-
textual domains of entities can be defined generally as i8)(MhereR is a contextually
determined relation, and 7’ are any types.

(143) Contextual domains of entities
For every element of typer, letd, be thecontextual domaimf «, whered, =

def N7/ [Rz o0y (0, )]

Throughout the rest of this chapter | ugéeas the variable letter for contextual domains.
Any such domain is of some tyge, t), i.e. denotes a set of some kind, e.g. a set of times,
individuals or events. When relevant, | specify the typesédiin order to ighlight the fact
that contextual domains are not sets denoted by predicatbdyg.

The only difference between context sets and contextuahgtwsni.e. the implicit argu-
ments of pivots, is in their role in the predication in whibley participate. Context sets are
implicit modifiers of one of the arguments in the core pretiiica The implicit argument
of a pivot is the single argument of a main predicate. In aeémsn, contextual domains
are the semantic subjects of existentials. This is in lirté #ie intuition sometimes voiced
in the literature that existentials are “about” the contekt Erteschik-Shir's (1997) notion
of “stage topic”).

5.2 A semantics for bare existentials

The proposition expressed by a bare existential is thugaetliby applying a GQ predicate
to some set. The meaning | assign to bare existential is exeedpn (144) for the sentence

Sjcm.asm.org/cgi/reprint/41/7/3051.pdf
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There’s no coffeé

(144) a. [[No coffe] = AP . ;[no(\z[coffegz)], P)]
b. [[there’s no coffeg = no(A\z[coffegx)],d,) =
no(Az[coffeqz), A\y.[R(u,y)])

(144a) is the meaning of the pivot predicate, the standard@@ning. The meaning in
(144b) is derived from (144a) as follows. On the assumptian éxpletives and existential
copulas do not contribute any meaning (see chapter 3), adxaseential is comprised
semantically of just the pivot predicate. Since no expmsss available to saturate this
predicate, a value for the variable is assigned from context in a process that might be
termedcontextual closureContextual closure is just-reduction where the value d@f is
contextually determined. The contextual domédjnis the set of entities related to by
R, whereu is some entity. The value ofd, can be, for example, the domait of the
model, as in strong existentialism, by choosing any value:fand resolvingk to some
trivial relation, e.g. the relation that holds of two erggiif there exists a set of which they
are both members. Since all entities are members,dhe set of things that stand in this
relation to any entity; will be the domainZ (assuming that all entities stand in the trivial
relation to themselves).

Following are some examples to make the work performed byasltsrmore concrete.
Consider first the case in (144). Intuitively, the entityatele to which the contextual
domain is defined is the time and place of utterarieg,l,,), which | abbreviate ast,.®
The contextual domain of the time/place of utterance is then= \y.[R(st.,y)], the
set of things related by to the spatiotemporal parameters of utterance. There ang ma
ways by which things can be related to the spatiotemporarpeaters of a context, but
one of the salient ones for concrete entities such as cddfeemply the relation of being

4The meanings of determiners are written throughout in beld, no is taken to stand for the more
elaborate\P . y \Q .. [P N Q = 0], etc.

SThoughcontextual closurés not a standard term in the literature, the process it dessis fairly stan-
dard, especially in the semantics of temporality, wherg #Ssumed practically universally in the determina-
tion of the contextual interval within which some predioatis said to hold (cf. Reichenbach’s (1947) R-time

or Klein's (1994) “topic time” or Dowty’s (1982) indexicaétmporal constarnit).
5] represent the spatiotemporal parameters of utterancéugeshere for convenience. It does not matter

for my analysis how space—time units are represented or typatthey are assigned, as long as it can be
quantified over.
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located within these parameters (i.e. occupying a subitocaf the contextual location at a
subinterval of the contextual interval). The meaning of4(ldn this interpretation is given
in (145)/

(145) no(\x[coffegx)], \y[R(st.,y)])

However,R is underspecified and there is much pragmatics involvediaatual interpre-
tation. For example (144) can be used to assert that cofeaitable whether it is present
in the spatiotemporal parameters or not.

Next consider an existential with an event-denoting noirsnah as (146).

(146) There was an accident.

Intuitively, this sentence claims about some contextuakiral I in the past (before speech
time) that an accident occurred within it. The relatiBns in this case interpreted as the
subinterval relationC. The contextual domain df, d;, is therefore the set of subintevals of
1, and the sentence is truelif; contains an interval that is the running time of an accident.
For simplicity, | assume here that events are intercharigesth their running times, and
represent the meaning a€cidentas a property of intervals. An intervahas the property
accidentif it is the running time of an accident. The meaning of theteeoe is given in
(247), where! is the contextual interval.

(147) a(Xj[accidents)], Ay [y C I])

This analysis of bare existentials avoids the pitfalls o&lexistentialism. It also fulfills
the second desideratum for an answer to the existentiatiqonaiscussed in chapter 4: it
models the main predication in existentials as involvingtegt sets, and hence makes bare
existentials context dependent.

5.3 Codas as contextual modifiers

As already mentioned, on the view | am arguing for, codas d@iay any role in the main
predication expressed by an existential sentence. Thigsaive result given the first

"Here too pragmatics and world knowledge plays a role in d&téng what counts as being located in
the spatiotemporal parameters of a context. Normally ifesopffee is spilled on the floor in my kitchen, this
is not sufficient for me to felicitously uttehere’s coffe¢o a guest.
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desideratum for an answer to the existential question dssaliin chapter 4, namely that
codas not be assimilated to predicates. But recall thatstegtablished in chapter 3 that
codas make a contribution to the scope of quantifiction. ims$eof the proposal outlined
so far, this means that codas must somehow determine the faalthe implicit argument
of the pivot, since this implicit argument is the scope set.

| suggest that codas be viewed, following McNally, as adjsicontributing contextual
modifiers. However, while some codas might be depictives d4ciNally’s analysis, many
of them are not amenable to such a treatment, and are mortvigljumodeled on a par
with sentential modifiers such as temporal and locational FBr example, consider (148).

(148) There will be a quiz every week.

(148) does not intuitively express a property of quizzed,eurery weekloes not name such
a property. The coda in this example rather seems to set titextdor the interpretation
of the existential proposition expressedtyere will be a quiz

In terms of the analysis of bare existentials developedarptlvious section, the role of
codas can be seen simply as setting the value of the contelomain that is the implicit
argument of the pivot. In this respect too codas are paralskntential modifiers. For
example, compare the simple sentence modified by a tempBraliéh as (149a) with an
existential in (149b).

(149) a. [Miriam left] in 1967.
b. [There was a war] in 1967.

Intuitively, the modifierin 1967in (149a) provides the time interval within which the sen-
tenceMiriam left is to be interpreted. My claim is that the role of the coda i9H) is
similarly to provide the time interval within which the senteThere was a wais in-
terpreted. Capturing this intuitive parallelism requihesvever some theory of contextual
modification.

5.3.1 The semantics of contextual modifiers

Formally, the main clause in (149&jjriam left, can be viewed as denoting the set of inter-
vals containing an event of Miriam leaving. This can be repnted as in (150) (abstracting
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away from tensej.

(150) The meaning ofMiriam left:
M i, la(Nilleft(m) ()], Aj[j € I])]

Note that in (150) an existential quantification over ingsvis involved (written as the
determinera, and equivalent to the standard existential quantificatieT events in event
semantics), and the scope set is a set of intervals that caiewed as a contextual do-
main: the set of intervals that stand in the subintervaliaiao 7, or in the terminology
introduced earliery;.

The role of the contextual modifier 1967is to restrict the value of the interval variable
I, so that the interval within which Miriam left is an interviad 1967. In much of the
literature on temporal modification, temporal PPs sucimd967are treated as predicates
of a Davidsonian event variable, on a par with adverbial riredi such asvith a knifeor
quietly, and are interpreted intersectively in a logical form altimglines of (151).

(151) Je[left(m, e)&in(e, 1967)]

However, Pratt and Francez (2001) (PF) show that, for ressiomlar to those raised in
section 4.1.1 for quantified codas, temporal PP modifielis guantifiers cannot be viewed
as predicates of events and cannot be interpreted intmedgct PF suggest instead an
analysis of temporal PP modifiers as generalized quantifieesintervals. PFs analysis
is quite complex, and | reproduce here only as much as isaetdoer the discussion of
codas'® For PF, the meaning of a sentence IMériam left is as in (152), where is a

8This representation again makes the simplifying assumptiat events are interchangeable with their
running time. In a Davidsonian event semantics, the reptasen would rather be along the lines of (i).

(i) M 5,4y [Fe[leavem, e)]&time(e) C 1]

However, | use the formulation in (150) for various reasdret will become clear below. Because every
event has a unique running time (though not vice versa: egehval can be the running time of countless

events), nothing is lost by using this formulation.
A treatment of temporal PP modifiers as generalized quanstifieer intervals can be found already in

Dowty (1982). However, Dowty only considers existentiaaqtification and therefore retains the view that

temporal modifiers are interpreted intersectively.
105ee also von Stechow 2002 for important critical discussibRF’s analysis and its interaction with

tense, aspect and various other phenomena, and Artstefh fad@iscussion of the interaction of matrix
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variable over eventualities, viewed as elements of gp@end T is a trivial property that
holds of everything. This meaning is essentially identiogdhe one in (150), and says that
the contextual interval is an interval in which an event of Miriam leaving occurred.

(152) Ml|a(Az[leavem)(x) & time(xz) C I],T)]

Temporal modifiers are then modelled as sets of sets of adtgrer more intuitively sets
of properties of intervals. For example, the modifileiring some meeting the set of
all properties of intervals that hold of an interval durirgrge meeting in the contextual
interval.

(153) [[ during some meeting =
AP (i, M [some(Az[meetindz)& time(x) C I, \y[P(time(y))])]

The combination of the meaning of the modifier and that of dese® likeMiriam left is
computed by simple function application and yields the espntation in (154), which is
the correct one.

(154) PF’s derivation of Miriam left during some meeting
M [some(Az[meetindz)& time(x) C 1],
Ayla(Az[left(m)(2)& time(z) C time(z)], T]))]

PF model the meanings of sentenéess properties of times. Specifically, as proper-
ties of intervals that contribute a restriction to the exigial quantification over events in
the sentence. The scope of quantification is for them alwagdrivial property. Thus, a
sentence likeMiriam left is paraphrased amn event of Miriam leaving within interval
exists This is reminiscent of the analysis of bare existentiads Linave called strong exis-
tentialism. But since quantification over events is gemgeadistential (at least in the cases
considered), and hence existential in Keenan’s sensangmesing is always equivalent to
the same meaning with the temporal restriction actuallyioarg in the scope. Thus, the
two paraphrases in (155) are equivalent.

(155) a. An event of Miriam leaving withinh exists.

guantifiers with quantifiers in temporal modifiers.
IMore precisely, what they cafinalizedmeanings of sentences, i.e. the meaning of sentences open to

modification
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b. An event of Miriam leaving is withir.

Existentials, including ones with event-denoting nonsnalvolve a wider range of quan-
tification, and as discussed above require that codas mak&@ution to the scope rather
than the restriction of quantification. | thus suggest a riredliversion of PF’'s semantics
for sentences in which they denote GQs over contextuaMalgrather than properties of
such intervals, and in which the contextual interval, elyddte the contextual domain ar-
gument of a pivot, occurs in the scope of quantification. kangple, the meaning | assign
to a sentence likiriam leftis in (156). The property P is a set of times.

(156) New meaning forMiriam left
AP i pla(Ni[leavem)(i)], P)]

Sentences, like pivots, are fully saturated and so thepesset cannot be contributed by
any element in the core predication. It must be retrievecthfomntext, and the process
by which this is done in the absence of modifiers is the sameegrothat | have called
contextual closurabove: the meaning of the sentence is just “applied” to samnéestual
set, typically constructed from a salient discourse refeand a relation. In the case of
sentences, the relvant discourse referent is the topic @mBR-time), and the relation is
the subinterval relatio. In the absence of modifiers, the meanindvbfiam left is thus
determined to be (157), wherds the topic interval.

(157) New meaning forMiriam left after contextual closure
a(\i[leavgm)(i)], dr) =
a(illeavetm) (i), Ajlj C 1))

This modification necessiates also a minor modification@répresentation of tempo-
ral modifiers. Instead of denoting GQs over intervals, terajpmodifiers must now have a
yet higher type, and denote sets of such GQs. For exampleyeheing of the contextual
modifierin 1967is the set of GQs that apply to the set of subintervals of ttexwal 1967,
given in (158).

(158) [[in1967]] = AP (i), [P(Ai[i € 1967])]

With this meaning, temporal modifiers can combine by simplecfion application with
the new, pre-contextual closure meaning of sentencegpelyge meaning in (156). This is
shown in (159). To increase readability, | use @ to mean ‘feppb”.
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(159) Derivation of Miriam left in 1967
[[in 1967]] ([[ Miriam left]]) =
AP (5.0 [POV[i' € 1967))]@P .y [a( Nilleavelm) (1)), P)])=
AP yla(Ni[leavem)(i)], P)|@(\i'[i" € 1967]) =
a(\i[leavem)(i)], \i'[i" € 1967])

With these modifications at hand, it is simple to model codasamtextual modifiers,
since the meaning of pivots is essentially the same as thaingeaf sentences. Consider
again sentence (149b) above, repeated here.

(160) [There was a war]in 1967.

The meaning of the matrix existential according to the asialgf bare existentials above,
before contextual closure occurs, is just the meaning opiv, given in (161).

(161) The meaning ofthere was a wabefore contextual closure
AP (i, [a(Ailwar(i)], P)]

The meaning of the coda 1967is the same as the meaning of the contextual modifier in
Miriam left in 1967given in (158) above, which is equivalent to (162) using tb&ation
for contextual domains introduced above.

(162) H in 1967“ = XP((i,t)J) ['P(dwm)]

The combination of a coda with a modifier is then achieved Iphapg the meaning of the
modifier to that of the bare existential as in (163).

(163) Derivation of there was a war in 1967
[[in 1967]]([[ there was a wali) =
AP (6,00 [P (d1967)]@AP i,y [a(Ailwar(z)], P)]) =
&()\Z[War(l)], d1957) =
a(Ailwar(z)], Ai'[i" C 1967)])

The general semantic structure of an existential with a ¢bdaemerges from this
analyis is the one given in (164).

(164) [[ codal]([[ pivot]))
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This analysis of codas as contextual modifiers thus clealyi$ the desideratum that
codas are not assimilated to predicates. Furthermoresatsatisfies the requirement that
codas make a contribution to the scope of quantificationeratihan the restriction. A
more general consequence of this analysis is that at leasinme contexts, sentences and
NPs receive similar interpretations as GQs over contextadhbles, with the scope set
contributed by context. One way in which this may be a paositensequence is that
it provides the first step in explaining the fact, mentionedection 2.4.2, that NPs can
occur with sentential meanings in examples like (165). hodphowever, pursue this issue
further here.

(165) No free wireless means we’re not staying.

This concludes the exposition of the answer | propose foeiigtential question. To
recap, the core predication in existentials is achievedptyang the pivot predicate to
its implicit argument, a contextual domain often constedctrom a salient entity and a
contextually salient relation. The rest of this chaptereslidated to discussing how the
proposed answer makes sense of the various types of dagd raishe previous chapter
reagarding the differences between codas and predicates.

5.4 Quantified and multiple codas

Section 4.1.1 discussed PP codas that involve quantifieggsions in the complement of

the preposition, as in (166a). Quantified codas, howeved net be PPs; they can also be
guantified adverbials as in (166b). Furthermore, there eamttiple codas, quantified or

not, as in (166c¢).

(166) a. There was a prophet on every ship.
b. There were prophets everywhere.

c. There was a prophet in a corner on every ship.

It was shown that such codas do not have property readingsiatquantified expression
scoping within the PP, but that the quantification in the cousst outscope that in the
pivot. As discussed in the previous section, similar obastsons about scope formed the
main motivation for PF’s (2001) analysis of quantified temgbgentential modifiers. Such
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modifiers must outscope the existential quantification @xents in the sentences they
modify.

On the current analysis, quantified codas are analyzed uttlgxtae same way as non-
guantified ones. For example, the meaning of the codevery shiplike that of the codan
1967discussed above, is a set of GQs. Specifically, those GQdhdbf the contextual
domain constructed from every ship (in some relevant capéexd the relatiomn. In other
words, on every shipdenotes the set of propositions that hold relative to thdestnal
domain defined for every ship by the things on that ship. Thiseepresented in (167),
whered", is the contextual domaihz.[on(y, z)].

(167) [[ onevery shig] = AP (... [every (Az[ship(z), Ay[P(d",)])]

The coda thus introduces a quantification that binds a Variatrresponding to the dis-
course referent relative to which the contextual domairument for the pivot is con-
structed. The coda also contributes the relation with wihitd domain is constructed.
The coda combines with the meaning of the existential bytfanal application.

(168) Derivation of there is a prophet on every ship
[[ on every shig]([[ there is a prophé) =
AP (1o levery (Aafship(x)], \y[P(d”",)])] @\ Pla(A=[prophetz)], P)]) =
every (Az[ship(z)], \y[A\P[a(Az[prophetz)], P)]]) @(d°™,) =
every (Az[ship(z)], Ay[a(\z[prophetz)],d°",)])

Thus, the approach to codas as contextual modifiers analyatidsome modification,
along the lines of Pratt and Francez (2001) or von Stecho@2R§ields the correct scopal
behavior for quantified codas as a direct result of functippliaation. Codas are simply
modifiers that take scope over the element they modify, jsiseatential modifiers scope
above the existential quantification over the Davidsonis@nevariable.

At this point the analysis encounters a problem, becauseisgarmulated it cannot
accommodate multiple codas. The final result of the deowati (168) is an expression of
typet, and so not of the proper type for further modification by &eotoda.

This problem does not arise in the system of Pratt and Fraj26&¥), since they treat
modifiers as always involving abstraction over both a prgpef times and a contextual
variable. Recall for example, the meaning they assign totbeifierduring some meeting
in (153) above, repeated here.
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(169) [[ during some meeting =
AP (i, M [some(Az[meetindz)& time(x) C I, \y[P(time(y))])]

When this meaning is applied to a sentential meaning, thétrssa lambda-abstract ab-
stracting over a contextual variable that restricts therpretation of the noun in the modi-
fier (i.e. ofmeetingn (169)).

The way PF achieve abstraction over a contextual variableher has two somewhat
unattractive features. The first is that all nouns are tceateinherently relational, i.e.
associated with an interval embedding their “temporal@Xias in (170).

(170) Nouns as inherently relational(Pratt and Francez 2001):
[[ noun]] = AzAI[nounz) A time(z) C I]

This seems unappealing as an analysis of the descriptitergoof nouns. The second is
that in order for the abstraction over contextual intertaleemain available in a modifier,
PF must combine nouns with determiners by means of a spgmaation they calpseu-
doapplication the details of which are not important here. This is an addp®ration, not
needed in any other semantic context.

The important purpose that these features of PF’s analysisnaant to serve is that
of abstracting over a context set restricting a domain ofantjfication in the usual way.
| therefore assume simply that, given a quantificationalcstire, it is always possible to
introduce a restriction by intersecting with the restnictet. | call this processontextual-
ization and characterize it generally as in (171), wh@ris some quantificational operator,
andC' a contextually determined set.

(171) Contextualization:
QAz[P(z)], M[Q(y)]) — AC[Q(Ax[P(x) & C(x)], Ay[Q(y)])]

While this process might also seem ad hoc, it is arguablysie$isan the combination of the
relational noun approach with pseudoapplication. Sucloaqgss is very likely needed in
any case to model contextual domain restriction in casesenthe restricting set is bound
by some other expression, as in (172).

(172) Everyone who ran an experiment knew that many rats llare.

Applying contextualization to the combination of a codahnah existential introduces
the variable needed for further modification by another cdapply. For example, the
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result of applying the codan every shipo there is a prophetn (168) above was the
formulain (173a). The expression resulting from the agpian of contextualization, given
in (173b), is a GQ of the right type, and can act as the arguofarother coda.

(173) a. every(Az[ship(z)], Ay[a(Az[prophetz)],d°",)])
b. APlevery(Az[ship(z) & P(z)], Ay[a(Az[prophetz)], d°",)])

5.5 Meaning differences between codas and predicates

In section 4.1.2 it was pointed out that codas can have mganimavailable to post-copular
predicates. The first exemple of this was the observatiomggoack at least to Kimball
(1973), that existentials but not their copular countdsapave part-whole and constitution
readings. The relevant contrast is repeated in (174).

(174) a. There is no prime minister in the U.S.

b. No prime ministeris in the U.S.

Since the existential and copular examples consist of Bxdet same material, any differ-
ence in meaning must come from the configuration in which #hevant parts occur, i.e.
from the mode of combination.

| suggest that the difference is rooted in the interpretataailable to the prepositiam
when itis a post-copular predicate and when it is part of agoddifier. As a post-copular
predicate, the preposition acts as the main predicate afdhstruction, and semantically
selects the subject argument. Prototypically, howevets @aeexistentially dependermin
the wholes of which they are parts. For example, a hole in &diwdoes not exist outside
or without the bucket. The bucket on the other hand existsgaddently of the hole. Since
independent existence is presumably a subject propertpefty 1991), the part-whole
relation is not readily expressed by a predication in whiwhéxistentially-dependent part
is the subject. Copular sentences in whichis the main predicate are thus blocked from
expressing a part-whole relation since that would entailigaan existentially-dependent
subject.

In a PP modifier on the other hand, the preposition is not gafteocore predication at
all. Its role is to express the kind of modification involvedg. the subinterval relation in
the case of temporal PPs. In an existential expressing aybete relation, the expression
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expressing the part is the main predicate, not the subjedthance no problem arises with
existential-dependence. Modifier PPs can thus expressvpate relations because the
(implicit) argument in the predication the value of whicleytrestrict is a whole and hence
existentially independent.

The fact that modificationah allows part-whole and constitutional readings can be
seen also in non-existential contexts, such as post-ndmiodification.

(175) a. Prime Ministers in the U.S. are elected by Congress.
b. Knights in chess can move over other pieces.

In other words, the existential pivot on the proposed amslgsa predicate of sets. One
kind of set that the pivot can predicate over is the contdxtamain of an entity — a set of
entities related to a discourse referent by some relatidre Set of entities related by the
(constitutive) part-of relation to some whole is a perfgcthtural instance of a contextual
domain.

In the case of quantified codas, the quantification is inteliyiover a set of entities that
comprise wholes, and the scope of quantification is the ptppécontaining (or not) some
guantity or proportion of parts of some sort. Consider, faraple, the meaning assigned
by the current analysis to (176a), paraphrased informal({t76b).

(176) a. There is ajunior member in every committee.

b. Every committee is such that/, contains a junior member.

The sentence expresses a quantification over committeesaesy The scope set in this
case can be described as the set of wholes such that thesr(pathis case, members)
include a junior member.

Since the part-of relation is not necessarily transitiases of multiple part-whole co-
das do not yield conjunctive inferences, as shown in (177).

(177) a. There are two doors in every car in most races.
b. - There are two doors in every car.

c. —» There are two doors in most races.

The intuitive meaning of this sentence is that every raceith shat every car that is part
of it is such that its set of parts contains two doors. In teofihe definition of contexts
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developed earlier, the meaning of the sentence can be espeelsas in (178), whekg, is
used for the contextual domain defined by the set of thingelstg in the (constitutive)
part-of relation tar.

(178) most(Ar[racer)],
Ar'levery(Ac[car(c) & ¢ € d, ],
Al [two(Az[doonz)], A\y[y € d. ])])])

It is clear from this meaning why the relevant entailmentsndb go through. The two

codas do not combine intersectively as predicates of arteaky variable or a spatiotem-
poral variable. Rather, the first coda restricts the conshdomain that functions as the
argument of the pivot predicate to those domains that ar@ahnesets of some car. The
second coda restricts the relevant cars to cars that are qiaat certain race. Dropping
either of these restrictions completely changes the doofajnantification relevant for the
interpretation of the rest of the sentence.

5.6 Licensing of free choice any

As shown in section 4.1.3 above, so-called free choice @A@)s licensed in codas but not
in postcopular predicates. The proposed analysis of caslasoaifiers provides a fairly
simple explanation of this fact given certain assumptidrmiathe meaning of F@ny.

It is well known that FCany has readings in which it seems to be interpreted as an
indefinite (179a) and others in which it is interpreted as @evgcope universal (179b) (see
e.g. Horn 1972, 2000; Dayal 1998; Giannakidou 2001)

(179) a. Press any key to continue. (Giannakidou 2001)
(= Press a key)

b. Any fool can think of words that rhyme. (Morrissey, Singuydife, 1991)
(= Every fool can...)

Here | assume what Horn (2000) callsiadefinitistanalysis of FGany, according to which
it is interpreted as a generic indefinite, i.e. an indefinitéhie scope of a silent generic
operator. That F@nyis best described as a generic indefinite in the context chA< sl
evidenced by its interchangeability with such an indefjrageshown in (180).
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(180) a. There is a zoo-keeper in any zoo.

b. There is a zoo-keeper in a zoo.

Both sentences are characterizing in the sense of Kritk& €1295) and mean that zoos
generally have a zoo-keeper. Note that the prepositidmere is not predicativen but
modificationalin, and receives a constitutive part reading. The sentencestdoean that
zoos are generally such that the zoo-keeper is in the zoagathdr that there is a person
acting in the capacity of a zoo-keeper. Informally the seocts can be represented as in
(181).

(181) GEN. [zo0x)] [Fy[zo0-keepdly) & in(y, z)]]

A complete analysis of F@ny would presumably include meaning not present for the
indefinite generic, e.g. requirements for domain wideningj strengthening (Kadmon and
Landman 1993) or association with a scale (Lee and Horn 1%®4)present purposes this
aspect oinycan be ignored.

On the analysis proposed here, codas waitiican be treated simply as quantified codas
with the generic operartor GEN acting as the quantifier. Teammg ofin any zooor in a
zoowould then be as in (182).

(182) AP (e, [GEN(Az[zoo(x)], Ay[P(d™,)])]

Applying this meaning to the bare existentia¢re is a zoo-keepdras the effect of binding
the implicit domain argument of the pivot to the generic aper. The result is as in (183).

(183) GENA\z[zod(z)], \y[a(\z[zoo-keepetz)], \u[u € d™,])])

Analyzing FCanyas an indefinite that is bound by an operator rather than ategxial
or a universal sheds more light on its infelicity in predecgbsition. Generic indefinites
are generally not acceptable in predicates. For exampmdalldoes not allow a generic
reading ofa jail.

(184) a. Miriamisin ajail. (# on generic readingafail)

b. #Miriam is in any jail.

The problem seems to be one of scope. As discussed in sectidn quantified PPs like
in every housare only construable as predicates if the quantifier doesauge out of the
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PP. The generic operator involved in the examples in (184}he other hand, must take
wide scope in order for the rest of the sentence to form itésaunscope.

This analysis of codas with Fé@hyentails that codas can in general contribute a restric-
tion to a quantification not explicitly contributed by the NPthe coda. This is a desirable
feature, since in fact codas also contribute the restrictiban adverb of quantification
when one is present in an existential. For example, a semté@c(185a) means that most
zoos have a zoo-keeper, and can be informally representied(285b), whered, is the
contextual domain contributed by a zoo, in this case thefsmirstitutive parts of that zoo.

(185) a. There is usually a zoo-keeper in a zoo.
b. USUALLY,[zod(z)] [Jy[zoo-keepely) & y € d,]

The analysis of codas as modifiers, and of pivots as predigdth implicit contextual do-
main arguments thus provides a natural way of capturingiteeaction of existentials with
adverbs of quantfication. This interaction is another aspewhich existentials contrast
with their copular counerparts. Compare (185a) with (186).

(186) A zoo-keeper is usually in a zoo.

Various authors (e.g. Heim (1987) and Kim (1997)) have mmirttut in the copular clause
the subject NPa zoo-keepeforms the restriction of the quantificational adverb. In the
existential in (185a) on the other hand, the NP in the codagdhe restriction, and the NP
a zoo-keepeis part of the scope.

Kim (1997) explains this contrast in terms of informatiorusture'? The NP subject
of a copular clause is the topic of the sentence, whereas @xiatential the pivot is part
of the assertion. Since topic and focus generally map ordgadhtriction and scope of
guantificational adverbs respectively (e.g. Chierchia2] 88oth 1995), the relevant NP is
mapped to the scope in an existential, to the restrictiondaopular clause. The intuition
that existentials differ from copular clauses in inforratstructure, and particularly that
existential pivots are focus elements is common in theditee (Babby 1980; Kuroda
1972; Sasse 1995; Erteschik Shir 1997; Borschev and Pabtegiter alia)'. Work by

12Kim’s analysis is the only one | am aware of that attempts a ehtiteoretic (specifically, situation
semantic) formalization of the information structuralfeience between existential and copular sentences.
3Though other than Kim’s analysis | know of no attempt at mgkimis idea precise.
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Lambrecht (1994; 2000) situates this intuition in a lardexary of information structure
and its interaction with sentence form, and Kim developgwatbn semantic account of
existentials which enables her to formalize informaticircatation.

On the current analysis this contrast between existerdiadscopulars follows from
their different propositional or predicational structsirén existentials, pivots are the main
predicates, and like other predicates form the assertidoaus and are mapped to the
nuclear scope of quantificational adverbs. Codas are daiterodifiers and like other
sentential modifiers may form the restriction of a quantifaaal adverb. For example,
the natural interpretation of (187) is that most situationghich Miriam is on a ship are
situations in which he falls asleep.

(187) Miriam usually falls asleep on ships.

The generalization that emerges from this discussion isdbdas can contribute the
restriction of a quantificational operator, whether it cofreen within the coda itself or
from an external operator such as an adverb of quantificafidre theory of existential
propositions proposed here anticiaptes this behavior ddssince (a) it models them as
modifiers rather than predicates and (b) it makes availabieplicit argument in the pivot
for the quantificational operator to bind.

5.7 Adjectival codas and the predicate restriction

So far | have only discussed PP codas. However, English arithjpe other languages
allow also adjectives to act as codas. That adjectives caedleodas, i.e. not internal
modifiers of the pivot but separate constituents contnilguto the scope of quantification
can be discerned in the same way as for other codas, by usiots pvith non-existential
determiners in the sense of Keenan (1987). For example etiitersce in (188) does not
guantify over kinds of vegetables that are available but &\rels of vegetables in general.
The sentence is true if in some markets one could find a tokemsf kinds of vegetablées.
Thus adjectival codas are real codas and must be treated/anatysis of existentials.

(188) There were most kinds of vegetables available in soar&ets.

1This of course entails that most kinds of vegetables arekitsts of available vegetables, but the reverse
entailment does not hold.
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For the analysis suggested here, this means that adjectidals must be treated as
modifiers. When adjectives occur as VP or S modifiers, as il)(1Bey are interpreted as
depictives.

(189) The fish swallowed Miriam alive.

McNally (1992) analyzes adjectival codas as depictive® \Béws their role as restricting
the spatiotemporal parameters within which the main pegiin in an existential takes
place. | follow the core intuition of her analysis here, buplement it in a rather different
way that is adapted to the general approach to existentiglositions | have been argu-
ing for. The analysis | suggest is rooted in the intuitionttb@da adjectives differ from
predicate adjectives in that they must be linked to a contxtariable.

An important generalization about both depictives andciyj@ codas that has often
been made in the literature is that they are restricted tectidgs expressing so-called
“stage level” predicates. For codas, this is known as thedijmate restriction” and is
exemplified in (190).

(190) a. *Thereis a man evil/holy/weird.
b. There is a man sick/available/drunk.

This contrast was apparently first observed by Milsark (197dhe difference between
infividual and stage level predicates (ILPs and SLPs) goelstoeCarlson (1977), and there
is no consensus on how exactly it is to be characterized. @néive characterization is
that ILPs are properties for which there is no expectatiam tthey change over time (even
though they might in fact do so), whereas SLPs are propdudreshich there is such an
expectation. However, this characterization is vagueh3ges too vague to be operational
(see Fernald 2000 for discussion).

The generalization that codas are restricted to SLPs fitswithl another well known
generalization that bare indefinites cannot receive geirggrpretations as pivots, as shown
in (191), which cannot mean that beers in general are in itiger

(191) There are beers in the fridge.

Carlson (1977) observed that bare plurals can be intexpleith generically and existen-
tially with ILPs, but that SLPs rule out the generic readinghus, (192a) is interpreted
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either as a statement about people in general or about sarpéepe some particular con-
text. (192b) on the other hand can only be interpreted angdkiat people in general are
evil.

(192) a. People are drunk. (SLP, generic or existentialingad

b. People are evil. (ILP, only generic reading)

It is important to note that while adjectival codas intugliy denote properties of indi-
viduls and hence have the denotation of predicates, this doemean that they behave
like main predicates rather than modifiers in general. Offerdnce between adjectival
predicates and adjectival predicative modifiers (beyoeddbt that the latter are restricted
to SLPs whereas no restriction holds for the former) can ke sethe contrast between
(193a) and (193b) (cf. (90) in section 4.1.1).

(193) a. There were exactly three people drunk most of the.tim

b. Exactly three people were drunk most of the time.

While the two share a reading on which most of the relevanesirare times at which
exactly three people were drunk, (193b) also has a readingpich most of the timects
as a predicate modifier, modifying the predicatank On this reading the sentence means
that exactly three people are such that they were drunk nideedime. This might be
true even in a situation in which there are no times at whiac#y three people are drunk
(for example if at each time a maximum of two people are dru(id3a) cannot be true in
such a situation. In other words, if an adjectival codas lisfeed by a quantified one, the
guantified coda must outscope it and cannot apply to it asdiqate modifier.

The main intuition behind McNally’s analysis of adjectivadas (and of depictives
more generally) is that they contribute a spatiotempogibre i.e. a contextual parameter,
within which the instantiation of the pivot property holdEhis is done via what she calls
the “hold time/location” of that property relative to thestantiating individual(s), i.e. the
interval and/or location at which the property holds of theividual.

This intuition can easily be accommodated in the curremhé&aork by modeling ad-
jectival codas in essentially the same manner as was pragos®P codas. Specifically,
McNally’s view of adjectival modifiers makes them essefiatlations between individ-
uals and times. An adjective modifier contributes the sehdividuals such that the hold
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time of the property named by the adjective is a subinterviddetopic time. This meaning
can be modeled as in (194), usidgunkas an example. | writé&(x)(j) for “; is the hold
time of propertyP relative to individuak”, and I, for the topic time.

(194) Meaning for adjectival codas
[[drunk]]coga = AP ((e.e),n[a(Ni[i € 1], Aj[P(Az[drunk(z)(j)])])]

In terms of contextual domains, the contextual domain ddflmeany adjectival coda is
the set of individuals for which the hold time of the propengmed by the adjective is a
subinterval of the topic time. This meaning can combine \&itlexistential such abhere
were two peoplén the same way as PP codas do, as shown in (195).

(195) Deivation of there were two sailors drunk
[[ drunk]]([[ there were two sailorg) =
NP ey [a(Nili € 1], Aj[P(Aaldrunk(z) (7))@
APy, [two(\y[sailor(y)], P)] =
a(\ili C 1,], Ajltwo(\y[sailor(y)], Az[drunkz)(j)])])

The resulting meaning is truth-conditionally identicalNtwNally’s, but does not involve
an instantiation analysts.

This analysis captures the predicate restriction in theeseualy as McNally’s does,
i.e. by modeling modifying adjectives as restricting thatgggemporal parameters within
which the main predication in an existential holds. Funthere, this analysis does not
depend on there being any difference in the lexical mearoh@ Ps and ILPs such as the
presence vs. absence of a spatiotemporal argument (ergKaatzer 1995). In principle,
any property is associated with some hold time and can hectcasaa coda. However,
since codas restrict the predication in the existential paricular contextual domain, an
adjective will be felicitous in an existential only if thetsd elements that have the property
it denotes at that domain might be reasonably expected maivi®it in some other domain.
This analysis thus supports a pragmatic view of the ILP-SisBrattion that relates it to the
presence or absence of a presupposition of temporal parsestalong the lines suggested
in Condoravdi (1997) (see also McNally 1993).

15Nor does it involve a special rule of adjunct interpretaiimrolving control.
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This approach to codas also sheds light on the contrast beta@da adjectives and
regular prenominal adjectival modifiers exemplified in (JL9%hile (196a) can be true or
false'®, (196b) is contradictory.

(196) a. The meeting was fully atteneded. There were mansingipeople.

b. #The meeting was fully attended. There were many peomsing.

On the adaptation of McNally’s analysis suggested aboweathectival codanissingin
(196b) has an implicit argument, a spatiotemporal paranatehich the property it de-
notes holds of some entity or set of entities. As discussaédation (5.1.2), implicit argu-
ments are linked to contextually salient discourse retsrdn the case of (196b), the value
for the implicit spatiotemporal parameter is understodagohat contributed by the NlRe
meetingn the first sentence. The time and location of the relevarmtimg are thus chosen
as the topic interval and the meaning of the existetitiale were many people missiogn
be represented as in (197), assuming for simplicity thatmeetingsimply contributes a
location L.y, @and usingC for the sublocation relatiof.

(197) a(M[l C© Lunceting], Al [many (Ay[persorty)], Az[—at(x)(£)])])

It is clear why this meaning for the existential in (196b) & onsistent with the first
sentence in that example, stating that the meetind,at,;,, was fully attended. Assuming
that the representation of the Mitssing peoplé (196a) on the other hand just involves an
intersective adjectivenissingdenoting the set of people who have been declared missing,
no such inconsistency arises.

Finally, this analysis of adjectival codas as modifiers hgitis a more general semantic
affinity between them and adjectival postnominal modifiefer example, consider the
semantic contrast between the two examples in (198), ateetial variant of examples
discussed in Bolinger (1967) and more recently by Larsof@20

(198) a. There are no visible stars.

8For example, suppose there is an association where peoplaavie been declared missing (e.g. teenage
runaways) can enlist to get various types of support. Supfius association has weekly meetings which
missing people are free to attend without the risk of policgarental intervention. The truth of (196a)

depends on how many missing people show up.
"The relevant location could also vary with quantificatioreomeetings, e.g. if they first sentence has

most meetinggther tharthe meeting
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b. There are no stars visible.

While (198a) can mean that the world does not contain statsatie in principle visible,
(198b) only means that no stars are such that they are vailhe time of context. This is
why (199) is not contradictory.

(199) There are no visible stars visible.

Bolinger’s and Larson’s discussions establish that thil laf contrast is also a general
feature distinguishing postnominal modifiers from prenmahbnes in non-existential con-
texts. For example, Larson (2000) points out that (200a)(20a6@b) differ in truth condi-
tions. While (200a) is generally true, (200b) is often false

(200) a. The visible stars include Capella.

b. The stars visible include Capella.

The semantic effect is identical to that in the existentiaraples in (198): postnominal
modification yields what Bolinger callstamporary propertyvhereas prenominal modifi-
cation yields what he calls aanduring property In other words the so-called temporary
property is one linked to apecificcontextually determined time, whereas the so-called
enduring property is not. Furthermore, the predicateicstn applies equally to the post-
nominal modifier in a non-existential context like (200) adoes to existential codas, as
shown in (201).

(201) a. The bright stars include Capella.
b. *The stars bright include Capella.

While providing an analysis of postnominal modification isllWbeyond the scope of this
work, these data contribute more evidence for the analysisdas as modifiers rather than
predicates, and the analysis suggested here can againrbassadrst step towards a more
general and unified theory of modification.

5.8 Summary

This chapter presented my formal analysis for existentidlsummarize here the main
features of the analysis. Pivots denote generalized dieasti The meaning of a bare
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existential is the meaning of its pivot. The meaning of a badstential likethere is a
prophetis as in (202).

(202) [[thereis a prophgt = [[ a prophet] = AP ,[a(Az[prophetz)], P)].

Since no expression is available to contribute a valug”oits value is determined to
be acontextual domainFor any entity, the contextual domain of that entity is defilas in
(203).

(203) Contextual domains of entities
For every element of typer, letd, be thecontextual domaimf «, whered, =

def Y7 [ Rz (im0 (o, )]

The value of the contextual domain is determined in one ofviays:

e Contextual closure: In the absence of modification, theevafithe contextual domain is
d.,, the set of entities related to a contextually given entityy the underspecified relation
R.

e Modification by codas: Codas are contextual modifiers thatlioe by function appli-
cation with the meanings of bare existentials before cantdxlosure. Codas contribute a
value for R, and determine a value or range of valuesifor his is shown in (204) for the
sentencd&here is a prophet on every ship

(204) [[ on every shig|(][ there is a prophé&) =
AP e,y levery (Az[ship(x)], Ay[P(d*", )])|@(APla(Az[prophetz)], P)]) =
every (Az[ship(z)], \y[AP[a(Az[prophetz)|, P)]|) @(d°",) =
every (Az[ship(z)], Ay[a(Az[prophetz)], d°",)])

The restriction of any quantificational structure is opefeedurther restriction through
an operation otontextualizationdefined as in (205).

(205) Contextualization:
Q(Az[P ()], Ay[Q(y)]) — AC[QAz[P(z) & C(x)], Ay[Q(y)))]

The meaning of an existential with more than one coda is geliby applying each coda
to the result of applying contextualization to the formutgulting from the combination
of the preceding coda either with a bare existential or whih rtesult of a previous con-
textualization. For example, the meaning of an existesgaktence likehere is a prophet
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on every ship in some harbas derived as follows. (206) shows the result of applying
contextualization to the meaning thfere is a prophet on every ship (204).

(206) Contextualization of (204):
APevery(Az[ship(z) & P(z)], Ay[a(Az[prophetz)], d°",)])

(207) shows the meaning of the cadaevery harborand (208) the meaning of the combi-
nation of this coda with (206), the result of contextualiz{@04).

(207) [[in some harbof] = AP (. ..+ [some(Aulharbofu)], Av[P(d™,)])].

(208) [[in every harbot](206) =
AP ((e.1y.1y[some(Au[harbofu)], Av[P(d™,)])]|@
(APlevery(Az[ship(z) & P(z)], Ay[a(Az[prophetz)],d’",)])]) =

some(Aul[harbo(u)],
\v[every (Az[ship(z) & x € d™,],
Ayla(Az[prophetz)], d°",)])])
| exemplified and discussed the parallelism between codasantextual modifiers,

and showed how this analysis captures various propertibstbf | also showed how this
analysis captures the range of data discussed in chapter 4.



Chapter 6
The definiteness effect

Perhaps the best known and most widely studied topic in théysis of existentials is a
contrast in the degree to which certain types of NPs occwrally in the construction.
This contrast, which has come to be known asdégniteness effe€DE), is exemplified
in (209).

(209) a. There is a/lsome/one/no book in the library.
b. ??There is the/this/that/my book in the library.
c. ??There is Jacob/him in the library.

d. ??There’s every/most/both books in the library.

Two issues are raised by the DE. The first is what is the codestriptive generalization
involved, and the second is what explains that generatizati

6.1 The descriptive generalization

In the semantic literature the DE is often viewed as a ban daioeNP types in the existen-
tial construction. The following NP types have all been adjnot to occur in existentials:
¢ Definite NPs (NPs whose determineth® a demonstrative or a possessive)

e Proper names

e Pronouns

¢ NPs with determiners includingvery, most, all, both, each

95
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As has been pointed out repeatedly in the literature foreat llnree decades (e.g. Bolinger
1977; Milsark 1974, 1977; Hannay 1985; Ziv 1982; McNally 29%ard and Birner 1995;
Abbott 1993inter alia), the characterization of the DE as a ban on the NP typedlliste
above is too strong. All of these NP types do in fact occur astpiin English as well as in
various other languages. The examples in (210) shows thdefinites, proper names and
pronouns. The examples in (211) show it for NPs with quastiibmal determiners. The
examples in (212) exemplify the same for Hebrew.

(210) a. There’s alwaythe option of a self induced coma

(Definite determiner)

b. Fortunately there wamy incometo fall back on?
(Possessive determiner)

c. For the older listeners therelehn Lennon, Dire Straits, Love and, wait for
it, Barry Manilow does Frank Sinatra - nice!
(Proper name)

d. Instead of a couple hundred other passengers, theraavasvo flight atten-
dants, a pilot, copilot and enough food to feed Rhode Isfand.
(Pronoun)

e. There waghis great maze of tunnels that you could walk throughin the
caverns’
(Demonstrative determiner)

Ihttp://www.sciforums.com/showthread.php?t=53593
2www.occams-razor.info/lif@005

3news.bbc.co.uk/1/hi/entertainment/ nevasicreleases/223381.stm
http://lwww.ereader.com/product/book/excerpt/25928Ris TheDesertRoguesPart 2
Swww.epinions.com/contert31433670276



CHAPTER 6. THE DEFINITENESS EFFECT 97

(211) a. Inlanguage and literature there lau@st of the major histories and descrip-
tive works and a comprehensive collection of periodicals.

b. There weranost of the normal birds up on Mt. Ord on the 24th.

c. And you'll recall then, of course, there wdpeth sidesin the case, both rep-
resented by counsel, and you were given some instructionst dtaving to
decide based on the evidence and follow the law and the ti&ins®

(212) a. yeSt kulam ba-sifriya. (HEBREW)
Ex accall[3.pl] in.def-library

They have them all in the library. (lit.: There is all of themthe library)

b. yeSet rov ha-misxakim ba-maxSev.
EX accmostthe-games in.def-computer

Most of the games can be found in the computer. (Lit.: Thermast of the
games ...)

c. yeSet milxama ve-Salom ba-maxsan.
EX accwar and-peacén.def-storage

There’s ‘War and Peace’ in the storage.

Such examples make clear that the relevant generalizatioatithat certain NP types are
banned from the construction. Nevertheless, the exampl(@9D) above are decidedly odd
for most native speakers of English. The empirical genextibn is therefore that, at least
in some languages, certain NP types occur in existentiatoactions in a restricted way. A
characterization of the DE should thus state not only whag difeur freely in existentials,
but also what conditions determine when NPs that do not dtealy nevertheless occur
in the construction.

In fact, the examples provided in (210) and (211) all fall enaiell known classes of
exceptions to the DE. The classes can be characterizedlycagyfollows:

e Contextualized Existential€Es, Abbott 1992): Existentals with no coda and a for-
mally definite NP, proper name or pronoun which cannot itéti discourse (e.g.
(210a-d)). Such examples are sometimes also chfiedxistentials (Milsark 1974;
Rando and Napoli 1978).

Swww.library.uiuc.edu/spx/collectionhighlights.htm
’listserv.arizona.edu/cgi-bin/ wa?A2=ind9504d&L =birest& P=962
8http://www.cnn.com/US/9703/okc.trial/transcriptg/tamber/093097.pm.txt
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e Type-denoting pivot§Lumsden 1988; McNally 1992): Pivots in which the head
noun denotes a type rather than tokens of a type (e.g. thepdeain (211)).

e Fake definitesPivots which are formally definite but semantically eqleve to an
indefinite. These include examples with demonstrativel asq210e).

Of these three categories, only the first two are relevaigrctrrent context. Even without
understanding why fake definites are formally definite, désar that they are semantically
indefinite? For example, sentence (213a) does not assume familiatitytiné excuse made

by the speaker, nor uniqueness of that excuse, and is catypdefuivalent to (213b). The

behavior of fake definites in existentials is therefore wpgsing.

(213) a. I made up this really stupid excuse.

b. I made up areally stupid excuse.

While these two broad cases might well not exhaust the eixgepto the DE, they are the
core types of exceptions discussed in the literaure, argtricemyself to them here. Thus,
an explanation for the DE should subsume type-denotingpaad CEs.

Explanations for the DE abound. Semantic (e.g. Milsark 1982¥7; Keenan 1987,
2003, syntactic (e.g. Chomsky 1981; Belletti 1988; Safir2)%hd pragmatic (e.g. Ward
and Birner 1995; Abbott 1992; Zucchi 1995) explanationstal/been suggested. | do not
discuss syntactic explanations here. Since the DE discates NP types between which
there is no obvious syntactic difference (e.g. the By appleandsome applgor pivots
ranging over tokens vs. ones ranging over types), a syntatracterization does not seem
to be forthcoming.

The analysis and discussion of existential propositioesgmted and argued for so far
in this work has had nothing to say about the DE. This mightrskee a lacuna, but in fact
| believe that this is as it should be, and that the existeqtiastion is logically independent

9The example in (210a) is interesting since it resemblesatiecbweak definitesnamely NPs such as
the body of a catWeak definites are known to behave like indefinites in varioontexts and to be licit in
existentials (Poesio 1994; Barker 2004; Rawlins 2005). #éreor not the relevant example is a case of a
weak definite is however unclear to me. For example, the inidefarticle can be omitted in (210a) (the
option of self-induced trauniaut this is not generally the case with weak definites (cf*the body of catl
leave this issue for future research. Below | also suggastNRs quantifying over kinds or types, esyery
kind of anima) are similar to weak definites in that they are interpreteiddsfinites. This parallel too must
be left unexplored here.
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of (and logically prior to) any explanation of the DE. Thealission of semantic theories of
existential propositions in chapter 3 clearly shows thatewxplaining the DE is a crucial
goal of all of them, the answers they provide for the exisémjuestion is completely
independent from any explanation of the DE. The only exoepis McNally’s analysis,
which coupled with certain assumptions about quantificatiimes make predictions about
part of the DE. This is discussed in section 6.2.1.

| thus follow Abbot (1992; 1993; 1997) in arguing that the BEnobt a semantic phe-
nomenon but rather should be related to the general pragfoattion of the existential
construction. On the analysis of existentials | am arguorgtheir function is to predicate
properties of contextual domains. My suggestion is thatiBearises from the fact that
pivots are predicates and hence by default focal. NPs teanairreadily construable as
foci, namely NPs with topical properties, are blocked froocwrring in the construction
if there is a truth conditionally equivalent constructionwhich they are sentence topics
rather than foci. That pivots are focal elements has also Ggpied by Abbott and by Lam-
brecht (2000). My proposal is also related to Lambrecht¥hat it derives the DE from a
contrast between existentials and other constructiona/etisas to approaches to the DE
based on competition between existentials and their cogolanterparts (e.g. Mikkelsen
2002 and Beaver et al. 2006), though it differs from both $ypeapproaches in crucial
ways discussed in section 6.4.

6.2 Determiner approaches

One line of research attempts to characterize the DE in tefriiee semantic nature of the
guantifiers denoted by the determiner in the pivot NP. | gairaaches within this line of
researcldeterminer approaches

A determiner approach was to my knowledge first proposed bywiBa and Cooper
(1981) (BC), and later developed by Keenan (1987). A deteemapproach is also adopted
in Zucchi (1995), Keenan (2003) and most recently PetersVdesterstahl (2006). As
discussed in chapter 3, all of these authors provide GQ seslgf existentials.

BC'’s characterization of the DE as well as their explanafamit relies on their se-
mantic classification of determiners imbeeakandstrongones. The distinction between
weakandstrongwas originally proposed by Milsark (1974). Milsark used teens more
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or less descriptively to contrast those NPs that are felisitas pivots but infelicitous as
subjects of individual level predicates (ILPs) with thoded\felicitous as subjects of ILPs
but infelicitous as pivots. Since their introduction by B&fk, these terms have been re-
defined in various ways in accordance with attempts to pirtpthie semantic/pragmatic
generalization underlying them (see McNally and Van Geeahd 998 for a critical sur-
vey of the various interpretations of the distinction in tiberature). (214) gives Barwise
and Cooper’s characterization of the distinction.

(214) Barwise & Cooper’s characterization of Weak/Strong determners:
A determinerD is positive/negative strong if, for any sétand in every moded/,
A is a member/is not a member of the GA) whenever itis defined. Otherwise,
D is weak.

For example, the determineveryis such that for any set, A is in the denotation of the
guantifierevery A(intuitively, the sentencEvery A is an As true in all models, even those
in which A is empty). In contrast, the determintiree does not have this property. In a
model where there are no gods (or where there is only one guoasentencéhree gods
are godsis false. BC’s claim is that NPs headed by strong determi(esvell as other
strong NPs such as proper names) are odd in existentials.

As a characterization of the DE, BC’s generalization cafreotorrect, at least not at
face value, since it excludes CEs and type-denoting pivat) of which involve strong
determiners. If some NPs with strong determiners are Igpigots and others not, then
the distribution of NP types in pivot position must be detier@d by something other than
the strength of the determiner.

BCs characterization is an instance of what Keenan (200I3)tba Det generalization

(215) The Det generalization(Keenan 2003:189):
Whether a DP built from a Det and an appropriate number of nalsis natural in
theresentences is decided by the choice of Det.

Any characterization of the DE in terms of a Det general@atihus faces an empirical
problem. While it seems clear that the nature of the detegmaor at least the nature of the
GQ denoted by an NP, influences its distribution in existgtit cannot be the only factor
involved.
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BC'’s explanation for the DE is also problematic. Their exyalthon is that strong pivots
give rise to trivial (i.e. tautological or contradictorygadings. As discussed in section 3.2,
the meaning they assign to an existential constructiotesthat the domain of quantifi-
cation £’ is a member of the quantifier denoted by the pivot. Becauskeotihiversal of
conservativity (see section 5.1.1), any quantifigrd) is such that ifD(A, B) is true then
D(A, (AN B)) is also true. But since for any sdt A N E'is just A, then if an existential
of the formD(A, E) is true thenD(A, A) is true. ButD(A, A) is by definition true in all
models for any positive strong determiner, and so an existenith a strong determiner is
true in all model¥’ and hence trivial. This is thus a pragmatic explanationtageexisten-
tials are anomalous because uninformative. The obviousigmowith BC’s explanation
(pointed out by e.g. Keenan 1987) is that there is no geneliation between grammatical-
ity and triviality. Many trivial statements are perfectlyagnmatical, and there is no reason
why existentials should be any different.

The most explicit determiner approach to the DE is that foun&eenan (1987).
Keenan’s claims about the DE are weaker than BC’s. First,des ahot claim that any
NPs are ruled out in existentials, but rather describes thea® a restriction on the oc-
currence of certain NPwith a particular reading which he calls thexistentialreading,
defined below. Second, his purpose is not to explain the DEQHily to characterize the
set of NPs that occur as pivots with an existential reading.

Keenan calls the class of NPs that occur in existentials antlexistential readingx-
istential NPs Existential NPs are those constructed wattistential determinersiefined
as in (216), where the property 1 is the universal propesy d@ipplies to everything in the
domain.

(216) Existential determiners (Keenan 1987:291)

a. A basic determiner is callexistentialff it is always interpreted as an existen-
tial function, where:

b. A function f from properties to sets of properties is existential iff éirprop-
ertiesp,q, p € f(q)iff 1 € f(p,q)

Keenan'’s generalization is that only existential NPs o@cwaxistential sentences with an
existential reading. The existential reading is char@xdras follows (Keenan 1987:288):

OMore precisely, in all models in which the GQ denoted by thepis defined.
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“To say that the (a)-sentences in [(217) and (218)] are wtded on an existential reading
is to say that they are true in the same conditions as theefiisces, using the technical
sense oexist/individual’

(217) a. There are more than two boys in the yard.

b. More than two boys in the yard exist/are individuals.

(218) a. There is every student in the yard.

b. Every student in the yard exists/is an individual.

As Keenan notes, to the degree that (218a) is interpretaltiees not seem to mean the
same as (218b). While the latter is trivially true in all mtsj¢o the degree that the former
is meaningful, it is true only if all the students are in thed/aThus (218a) does not have
an existential readint. Keenan also shows that some NPs that occur freely in exiatent
come out strong on BC’s account, but are existential on hiswatt, and hence that his
characterization is an imporvement on the one based on thk-steong distinction.

It is important to note however that the “existential” meanpcharacterized by Keenan
is not particularly related to existential sentences. kdsally a characterization of the
difference between (219) and (220), neither of which ineslexistentials in any relevant
sense.

1Recall that in section 3.3 | used the contrast between eiateand non-existential NPs to show that
codas contribute to the scope and not the restriction of tlaatifier in the pivot. For non-existential pivots
the scope set must be a set determined by the coda. The stdpetse quantifier on an Keenan'’s existential
reading is always the universal property 1.
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(219) a. More than two fishermen caught a mermaid. =

b. More than two fishermen who caught a mermaid exist/areinhatls.

(220) a. Every fisherman caught a merma#d.
b. Every fisherman who caught a mermaid exists/is an indaliddrivially true)

The fact that non-existential pivots do not have existéngi@dings in existentials is true by
definition. What Keenan calls the “existential’ readingimagly the English paraphrase of
the second clause of the biconditional in the definition a$textial determiners in (216):

1 € f(p,q). Sincef is the denotation of a determinet,q are the restrictor and scope sets
respectively, and 1 is the domain, what this clause saykps ‘that areq's exist”. Thus
existential NPs in Keenan’s sense have an “existentiatlirepby definition, whatever the
construction they appear in.

The question therefore remains why NPs denoting GQs forw2it6b) doesot hold
distribute any differently in existentials than those damp GQs for which it does? Fur-
thermore, Keenan’s account says nothing about cases irwloic-existential NPs occur
in existentials other than their not having an existengatling, which by definition they do
not have. His accont cannot explain why non-existential iiggove in certain contexts.

Zucchi (1995) and Keenan (2003) present two more determajmgroaches to the DE.
Zucchi's account is pragmatic and has to do with a distimdbetween presuppositional de-
terminers and non-presuppositional ones. A presuppasitieterminer is one which can
be used felicitously only if the common ground of the conaém contains the proposition
that the restriction set is not empty. For example, an NP thigtdeterminemost e.g.most
prisoners presupposes the existence of prisoners. Zucchi thenspogitagmatic felicity
condition on existentials, which states that an existesgatence is acceptable only in a
context which does not contain any information about thergection of the set denoted
by the common noun in the pivot and that denoted by the coda.

Recall that in Zucchi’s semantics codas are taken to réfftieadomain relative to which
the common noun is interpreted. The intersection of the commoun with the coda
therefore serves as the restrictor set for the determirtbeipivot. Thus, a presuppositional
pivot presupposes that the restrictor set (the interseofithe common noun with the coda)
is not empty, but the felicity condition on existentials ue@gs that the context not include
any information about this set. Presuppositional pivogsdfore give rise to a clash with



CHAPTER 6. THE DEFINITENESS EFFECT 104

the felicity conditions on existentials, and this is whyytla@e generally excluded from the
construction.

Zucchi thus provides both a characterization of the DE anéxatanation. Keenan
(2003) points out various ways in which Zucchi’s charactaion of the DE is problematic.
For example, a determiner liksdl need not be presuppositional, as shown in (221), which
does not presuppose that there are shoplifters.

(221) All shoplifters will be prosecuted.

Zucchi’s characterization, like BC’s, also has nothingdg about the cases in which pre-
suppositional determinersre acceptable in existentials. He gives no account of why
changing the common noun in the pivot to éyge of Nor kind of Nfor example should in
any way change the acceptability of the sentence.

Zucchi’s account is also problematic as an explanation @E. As pointed out by
Keenan (2003), non-presuppositional determiners creaoblem in an existental sen-
tence even when the context includes the information trepttot and coda have a non-
empty intersection, violating the presumed felicity cdimhi on existentials. The discourse
in (222), for example, is fine.

(222) A: There are at least seven grammars in my office.
B: Yes, there are seven, and I'll bring two more.

A's utterance introduces into the common ground the fadttti@aset of grammars in my
office is not empty, as well as the fact that the cardinalityhatt set is (at least) 7. But on
Zucchi’'s account, B’s utterance requires that informationto be specified in the common
ground.

Keenan (2003) provides yet another determiner-based ceazation of the DE. He
claims that determiners licensed in pivot NPs are only thiieterminers that are what he
calls second-argument conservative, defined as in (223).

(223) Second-argument conservativity
A determinerD is consevative on its second argument iff for dllB C FE,
D(A, B) = D((AN B), B)

A guantifier is second-argument conservative if it can berpreted to quantify over a
universe that is restricted by (the denotation of) its sdcamgument. In other words, the
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truth of a quantification introduced by such a quantifier cardbtermined by restricting
the domain of quantification to the scope set. For examplienssv whetherthree soccer
players criedis true, one only needs to look at the set of people who crieathiNg else
matters. However, this is not the case for a sentenceellegy soccer player criedTo
verify this sentence one must look both at the set of criedsadrthe set of soccer players,
and see that all members of the former are also members dittie |

Second argument conservativity in itself still does notrabterize either CEs or type-
denoting pivots, which involve determiners that are nobedeargument conservative, or
(in the case of proper names and pronouns) do not involverditers at alft2. However,
Keenan relates the characterization of the DE based on dergnment conservativity in
an illuminating way to the nature of existential proposiso He does so by alluding to
Zucchi’s view that the coda provides the domain of evaluatar existentials. However,
unlike Zucchi, he does not take this to mean that the codaigtssthe domain for the
interpretation of the common noun in the pivot. Instead,rterprets this view to mean
that “in determining the interpretation (truth) of sentestike (224) we can limit ourselves
to consideration of objects in the garden - we need not censidjects not in the garden.”

(224) There are three students in the garden.

The intuition that motivates the relevance of second-aentnsonservativity is thus very
similar to the one | have been arguing for: existentials exppropositions about a contex-
tually restricted domain — the domain determined by the c8gaond-argument conserva-
tive quantifiers are particularly natural as predicatesichsdomains, since it is possible to
verify whether the properties they express hold of a domgiust looking at that domain,

12Keenan is not unaware of these cases. He explicitly exclGgssrom consideration on the ground that
they are not preserved under negation and questioning. laraamvinced that this is so, given naturally
occurring examples like (i) and (ii).

(i) Aside from other questions, isn't there still the padi played by politicians?
(www.metamute.org/en/node/7124)

(i) Well there isn’t the issue of a second resolution todaythat issue doesn't arise at the present time.
(From an interview with Tony Blair on http://www.britainasom)

In any case this line of argument cannot be used to excludedgpnoting pivots.
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rather than its relation to other sets. In section 6.5 | ara second-argument con-
servativity can be related to a more general assumptionst dbe information-structural
properties of predicates. Specifically, | argue that thégpemce for second-argument con-
servative quantifiers in existentials is due to a requirdrtieat predicates be focal.

6.2.1 McNally’s approach

McNally’s answer to the existential question is the only dra@n aware of that actually
entails that quantified NPs sucheagery boyandmost boysire ruled out of the construction.
Furthermore her analysis enables her to explain the aduéptaf type-denoting pivots.
However, her account requires abandoning the generalsisafyNPs as GQs and adopting
certain controversial assumptions.

McNally argues that the DE is not derivable from a singledgdiut instead is the result
of the interaction of two independent constraints. The fiest to do with the denotation of
pivots, the second with the pragmatics of the construction.

As discussed in chapter 3, in McNally’s analysis existérgrapositions are formed
by applying an instantiation predicate to a nominalizedcfiom argument which is the
denotation of the pivot. An existential says of the propeyoted by the pivot that it is
instantiated (or not) at some index. McNally’s (1998) tratinditions for existentials are
repeated in (225).

(225) McNally’s truth conditions for existentials (McNally 1998:376):
For all modelsV, [[N P]|":9 € [[ there b9 iff [[NP]]™9 is non-empty.

The first half of McNally’s account of the DE has to do with gtication. She adopts

the treatment of quantification in Heim (1982), where a digton is drawn between quan-
tificational and non-quantificational NPs. In Heim’s systéiPs with weak determiners
are not considered quantificational but rather are intégdras variables like indefinites.
Furthermore all nouns raise to a position outside the malainse, and all quantifiers raise
to a yet higher position, giving rise to a tripartite struetuThe logical structure assigned
by McNally to an existential with a quantificational NP canrepresented schematically
as in (226), where Q represents the relation introduceddgétterminer in the pivot and N

represents the common noun in the pivot. (In fact McNallyracture, as well as Heim’s,

is not flat, but this is immaterial here).
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(226) McNally’s structure for quantified pivots :
S

Q N(X,) there-be(x )
quantifier restriction scope

In McNally’s theory, such a structure cannot receive anrpritation because of a sortal
mismatch between the variable in the restriction and theiorke nuclear scope of the
guantifier. The common noun N introduces an individual \@e&gof typeu, a subtype
of e in property theory), but the variable associated with trguarent of the predicate
be instantiateds of typenf, the type of nominalized functions. However, the structure
can receive an interpretation if the raised quantifier gtiaatover nominalized functions
rather than individuals. McNally can thus account for that that quantificational NPs that
are generally restricted in English existentials becoméeply grammatical with type-
denoting pivots.

To stress the robustness of the relevant facts, more exarofdeich pivots are given in
(227).

(227) a. There was every brand of tasteless, instant noodierk to the world but not
a single can of baked beans or spagHétti.

b. There will be every type of craft imaginabite.

c. The press are going to have a field day because there wildrg &/pe of
murderer in Edinburgh wanting earlier release déates.

d. Interms of whisky selection, there were most types of atldivepresentetf.

e. Noris it true that during the colonial period there weréhldonds of establish-
mentst’

Type-denoting pivots need not involve explicit referencéypes. The examples in (228)

Bwww.geocities.com/psychofrog/alms/feb0607.html
Ywww.associatedcontent.com/article/56 759 fatitivalsin_arkansas.html
5edinburghnews.scotsman.com/index.cfm?id=71192005

Bwww.royalmilewhiskies.com/ viewindex.asp?artigdstastjapanetc

Ylinks.jstor.org/ sici?sici=0002-9319(198707)31%3A3R35%3ATFFCAS%3E2.0.CO%3B2-J
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do not involve a noun likeype or kind. Nevertheless, the sentences are understood as
involving instances of types.

(228) a. In addition there are most of the usual fast foodotistaments'®

b. There’s most sizes in stock though so any Haro dealer codler a frame?

McNally assigns the common nouns in type-denoting pivotsrainalized function deno-
tation. The quantificational structures such pivots gige to, therefore, do not give rise to
a type mismatch between restriction and scope. For exampkntence like (229a) can be
paraphrased as in (229b).

(229) a. There is every sort of animal in this zoo.
b. Every sort of animal is instantiated by a token in this zoo.

This is a highly attractive feature of McNally’s account. Wiever it depends entirely
on the correctness of her instantiation analysis, as walhdser assumptions about quan-
tification. Several arguments against the former were azbéim chapter 3. The latter
assumptions are also controversial in general. They comicitally to a view of all NPs
with cardinal determiners, downward monotone determiartsnon-monotone determin-
ers as non-quantificational (i.e. property-denoting). édthse they would give rise to a
sortal mismatch of the type found with quantifiers ldeery Thus, all cardinal determin-
ers such athreeor a dozerare not quantifiers on McNally’s view but rather have adjexti
meanings, denoting properties of plural individuals, amchlining intersectively with the
head noun. The determinap is decomposed into sentential negation and an indefinite
NP (i.e.no= not ... 3.2° Similarly, expressions such axactlyin exactly fiveor at most
in at most fivemust receive adverbial meanings, and in McNally (1998) theytreated
as sentential adverbs. While this move might in the end tutrimbe desirable, it should
not be made without decisive evidence in its favor, sinceiitstitutes a significant loss of
generality and uniformity in the analysis of NPs.

Baww.aruba-rentals.com

¥archive.mtbr.com/20/0EFB7FA2.php
2°The decomposition of downward monotone determiners hasbasn strongly argued for in contexts

unrelated to existentials. For example, the phnomenonlidfsspe of negative indefinites under modals

seems to necessitate such a decomposition (see Penka 2007).
2There is at least some evidence showing that determinenfigseg.at mostare different from adverbial
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Finally, the most problematic aspect of such a view of gdigation is the fact, dis-
cussed in section 3.1.1, that the kinds of pivots that MoNatluld have to treat as property-
denoting can in fact scope above modal operators, as in.(230)

(230) There could be three winners in this race.

Thus, although I find McNally’s explanation for the DE withiatg quantifiers intriguing,
its plausibility is in the final analysis tied up with the palility of an instantiation analysis
of existentials and of various controversial assumptidrmaiaquantification.

The other part of McNally's explanation for the DE, dealshwibhe conditions under
which definites are licensed in pivots, and is pragmatic tumea It is therefore addressed
in the next section.

To summarize, | have discussed three semantic approachke @E: BCs account
in terms of quantifier strength, determiner approaches aadkeenan (1987) and Zucchi
(1995), and McNally’s account in terms of sortal mismatchédse explanations offered by
BC and Zucchi are pragmatic in nature and have both beendageenst in the literature.
The determiner approach in Keenan (1987) only characteaipertain class of determiners
(those denoting relations between sets such that if they between two setd, B,, then
they also hold betweem N B) and the domain), but does not explain why these determiners
appear naturally in pivots (see Ludlow 1991 for a similaruangnt). McNally’s aproach
to (part of) the DE goes further than other purely semantpgr@gches in explaining the
empirical phenomena since it derives it from the generalasgits of the construction.
It furthermore accounts for type-denoting pivots. Howevestands and falls with her
instantiation analysis and entails giving up a uniform G@asetics for NPs. The most
promising semantic approach to the DE to my mind is Keen&@983§) analysis in terms
of second-argument conservativity. However, this analyigie all determiner analyses)
is limited to NPs with determiners, and must be augmenteddinides proper names and
pronouns, and without further elaboration does not accou@Es or type-denoting pivots.

uses. The latter are compatible with determiners suctoas few. The former are not.
(i) a. At most, there will be no major delays.
b. *There will be at most no major delays.
(ii) a. At most there will be few guest.
b. *There will be at most few guests.
(iii) a. At most there will be only wine.
b. *There will be at most only wine.
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6.3 Pragmatic approaches

There are at least two types of pragmatic accounts of the DitBediterature. The first
kind explains it in terms of the discursive function of theastruction. For example, Ward
and Birner (1995:723) (WB) take the DE to be “epiphenomethal result of an imperfect
correlation between the cognitive status to which defiggsnin general is sensitive and
that to which the referent of the postverbal NP dharesentence is sensitive.” According
to WB, the restriction on definite pivots is that they be camale ashearer new

...all existentiatheresentences with definite postverbal NPs can be accounted
for by a single pragmatic principle: that the postverbal NB& theresentence
represents an entity that is not presumed by the speakemnsiittie shared
knowledge. That is, the speaker treats the postverbal Nifenesentences as
representing 8EARER-NEW entity (Prince (1992)), where a hearer-new entity
is one that the speaker does not assume to exist within thmerfeelnowledge
store. (Ward and Birner 1995:728)

The DE is then the result of a clash between this restrictimhthe licensing condition
for definites, that they be uniquely identifiable in the caht®efinite pivots are licensed
when the requirement that they be uniquely identifiable duw#sclash with being hearer
new.

This approach to the DE is also adopted for definites by MgNalh terms of her
theory, the condition on definite pivots is described afedi (McNally 1998:384): “the
existential predicate carries a linguistic pragmatic ondition that its argument license
the introduction of a novel, as opposed to a familiar, refenato the (relevant subdomain
of) the common ground of the conversation.” On her analydis;ourse, pivots do not
denote entities but properties, and hence they do not Hiiettoduce a discourse referent.
Instead the relevant discourse referent is inferred frafdht that the property denoted by
the pivot is instantiated and hence that there is an entitairtiating it.

There are various empirical and conceptual problems wittympiatic accounts that
make reference to the “cognitive status” of the entity deddiy the pivot.

One problem is empirical. It is simply not the case that treearse referents intro-
duced by pivots must be construable as hearer new (see egttA992, 1993, 1997). As
an example consider the Hebrew example in (231), inspireti\o{1982).
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(231) halaxti le-MIT ki yeSSamet xomsky.
go[1.sg.pstjo-MIT becaus&x thereaccChomsky

| went to MIT because they have Chomsky there.
(lit.: ...because there is Chomsky there)

The speaker of such a sentence seems fairly clearly to agbatieer interlocutor knows
who Chomsky is. At the very least, the sentence does notneethat the interlocutonot
know who Chomsky is. In fact, the hearer might very well knawonly who Chomsky is,
but also that he is at MIT. The hearer new information in thierance is then that Chom-
sky’s being at MIT constitutes the reason for the speakenany gone to MIT. Perhaps
the requirement for hearer new status is meant to be defingdtincter way, e.g. that the
discourse referent introduced by or inferred from the ph@thearer new relevant to the
conversational context. Even this restriction is too gjrat least in some languages. Con-
sider for example the discourse in (232), which is standarcbiloquial modern Hebrew
(though not in written varieties) and in which the pivot isrampoun.

(232) A: lamahalaxt le-MIT im at lo ohevet et xomsky?
why go[2.f.s.pstlo-MIT if you[f] notlike[f.s.prs]accChomsky?

Why did you go to MIT if you don't like Chomsky?

B:lo yadati Se-yeSoto Sam.
negknow[1.s]that£x him there

I didn’t know he was there. (Lit: | didn’t know there is him ttee)

In this discourse the discourse referent introduced by Gkgns most probably in the
common ground for both hearer and speaker already whenepgalsks her question, and
it is most certainly in the common ground when B answers witlex@stential sentence.

For WB, an entity counts as hearer new also if it represenistaokens of hearer-old
types. This is meant to capture examples such as (233).

(233) There was the usual crowd at the beach today.

However, it makes little sense to talk about the pivot intradg a new token of the hearer-
old typeChomskyn (231) or in (232). While it seems that names can in fact bestroed
as something similar to a type, as in e.g. the Hebrew examgg8#), in (231) and in (232)
clearly both speaker and hearer are or at least can be talkimgt a single instantiation of
Chomsky or Stallone.
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(234) yeSet stalone ba-seret  ha-ze?
EX accStallonein.def-moviethe-this?

Is Stallone in this movie? (Lit: Is there Stallone in this resR)

Furthermore, itis not clear how the formulation of the hea@wvness restriction should
extend to negative existentials. Consider the Hebrew elesmp (235), where the pivot is
again pronominal.

(235) ha-beaya im ha-seferha-ze Se en oto be-Sunmxanut.
the-problemwith the-bookthe-thisthatsc ehimin-neg store

The problem with this book is that its not in any store.
(Lit.: ... there isn’t it in any store.)

The pronominal pivot in this example does not refer to antgbtit to a type. The sentence
says about some book that there are no tokens (copies) o&ityilibrary. The question
is what the discourse referent is for which one could in pplecdetermine whether it
is hearer-new or not. In this case it is not possible to infeisaourse referent from an
instantiating entity because there are no such entitidgeeaelevant indices.

A different pragmatic line is taken by Abbott 1992; 1993; T98bbott defines the DE
as the fact that CEs give rise to what are often cdiltdeadings, which she convincingly
argues (especially in Abbott 1992) do not involve lists htalt rather a specific, salient and
pre-determined context. Her starting assumption is thigtemxtials predicate existence of
an entity or set of entitie€. The main function of existentials according to her is “towdra
the addressee’s attention to the existence and/or locatithe entity or entities denoted by
the focus NP” (Abbott 1993:41). Pivots are therefore fodah®gents on a par with direct
objects and typically convey new information. The DE arisesause it is infelicitous to
assert the existence of something that is already presagposexist. However, things
presupposed to exist are not necesserily presupposedstoire:@ particular context, and
the prototypical function of a CE is to draw attention to asexs the existence of an entity
as areminder in some context in which it has been forgottan,tbe context of a particular
goal that is being pursued. For example, in discussing plessiols with which to open a
locked door, one speaker can say to anotiwt, there’s always the baseball bt

22Where existence is understood as existence in the diseursiverse, not necessarily in the real world.
23At the mention of tools, | cannot resist allusion to the dedigt Heideggerian flavor of Abbott’s char-

acterization of contextualization. She writes (p.44): f&p is the mere existence of a member of some
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Many things remain unclear in Abbott’s analyis. She doesdmxtuss quantified NPs
in much detail and gives no general criterion for decidingolviNPs presuppose existence
and which do not. It is also not clear to me how Abbott's analylstinguishes type-
denoting pivots from token-denoting ones. Abbott’s expteon of why CEs do not occur
with codas specifying a specific context is also not clear ¢o 8he writes: “With proper
names and anaphoric definites, the predicative slot mustdxtlliefore they are introduced.
Since the referents for such NPs are, by definition, partefiiscourse context, it is only
appropriate to include them in an existential which has lieekind of reminding function
noted above. But this presupposes some purpose or issudniicn the entity in question
might be suitable.” However it is not strictly the case that tpredicative slot” must be
fixed before the pivot is introduced. When the predicative & a purpose clause for
example, it is perfectly natural as a coda. Thus, the canbetsveen (236a) and (236b) is
left unexplained.

(236) a. There was my father to drive us from the airport.

b. ??There was my father at the party last night.

Furthermore, there seem to be cases where CEs in fact reqroda. For example, imagine
a situation in which | take an envelope from your desk and aougato throw it in the
recycling bin. But you know (and | don’t) that the envelopent@ins our tickets to the
circus. In such a situation it is natural for you to utter (2B8ih an attempt to prevent the
imminent misfortune, whereas uttering (237b) is less @étur

(237) a. There are the circus tickets in there.

b. There are the circus tickets.

Nevertheless, her account is superior to other pragmatmuends in that it does not rely
on hearer-newness and hence does not make wrong prediclibesdifference between
Abbott’s analysis and an analysis based on hearer-newnelsss Ward and Birner (1995)
is subtle, but crucial. For the existence of a discourseeatan a given context to be new
information, it is not required that this referent be newiry avay. In fact, the kinds of list

category (such as a pencil, for example) of interest on ita.oReople need to know of the existence of
entities of certain types in order to do something with thand for that they need to know location or some
other salient characteristic.” If Abbott were Heideggée svould say that foDasein things exist first and
foremost azuhanderready-at-hand’.
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readings at the center of Abbott’s analysis usually calkfatities that are very familiar to
both speaker and addressee (cf. (236a). Thus, her analiygjs but an important intuition,
reminiscent of the intuition behind second-argument covadivity, namely that a pivot is
accepable in an existential if it can be used to say sometiengabout a discourse salient
domain of entities (for example, the entities available perothe door with). This is also
the intuition that the analysis argued for in this work is mighat. Pivots are predicates of
contextual domains.

6.4 Contrastive approaches

Another family of approaches attempts to derive the DE fromrelation between exis-
tentials and copular constructions. This approach is sgmted by e.g. Lambrecht (2000),
Mikkelsen (2002) and Beaver et al. (2006). The main intaitd this kind of approach is
that the distribution of NP types in pivot position is notel®iined by rules specific to the
existential construction, but rather by the contrastivatien between existentials and their
copular counterparts.

In Mikkelsen (2002) and Beaver et al. (2006), the DE is viewasdarising from the
interaction of markedness constraints on subjects. Msddeeluses harmonic alignment
constraints (Aissen 1999) to derive the distribution ofopévin Danish and English. The
main point of her optimality theoretic analysis is that thBed\that are licensed in pivots
are those that are not licensed in canonical subject posiibe assumes that the licensing
of subjects interacts with two general constraints. The isra requirement that a certain
structural position (SpeclP) be filled by overt materiatifialized by means of aUBJECT
constraint), and the second is a dispreference for expke(formalized as the constraint
*EXPLETIVE), viewed as a faithfulness constraint, since expletiveshat found in the in-
put, which only includes semantically selected argume@g)en an input argument struc-
ture with an intransitive predicate P and an argument A, thestion is whetheBpecl P
will be filled by the argument A or by an expletive. This questis decided by the rel-
ative ranking of EXPLETIVE and the various markedness constraints on subjects derived
from the harmonic alignment of a definiteness scale with Eesgfegrammatical relations.
The DE thus arises in a language that prefers expletivesifimte subjects. It is well
known that many languages associate the subject categtmyhwgh definiteness, either
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marking an indefinite subject by some means or simply notatig indefinite subjects at
all (Keenan 1976; Givon 1976).

Mikkelsen only deals with definites, and the question anglesther her approach can
be used to explain the full distribution of NPs in existelstia a non-stipulative manner.
Beaver et al. (2006) attempt to extend Mikkelsen’s analysesvariety of NP types. Their
basic idea is that an NP argument will occur more often as et joivan existential con-
struction than as the subject in a corresponding copulastoaction if that NP ranks low
enough on a variety of scales associated with subjecthogdtfe definiteness scale or the
person/animacy scale; see Silverstein 1976; Aissen 1898 tispreferred as a canonical
subject. Consequently, the DE is expected to correlateanthdefiniteness effecan NP
type that occurs often as a pivot should occur infrequerstiyha subject of a corresponding
copular construction. Using quantitative corpus data fvamous languages, Beaver et al.
examine the ratio between the occurrences of a range of N3 gp subjects in copular
clauses and their occurrences as pivots in a corresponxistgetial construction. An NP
that occurs more often as a pivot than as a subject in a camdspg copular clause is said
to be “existential”’. Comparing these ratios, they find tihatdegree to which any NP type
is existential in the relevant sense is highly consisterassclanguages. Specifically, for
any two NP types, NPand NB, if NP; is more “existential” than NP (i.e. occurs more
often as pivot than as the subject of a corresponding copuame language, then it is
more existential in all other languages as well. Furtheemtire degree to which NPs are
existential correlates with their rank on the various szale

While Beaver et al.’s results support the view that the DE pisssmmomenon depends not
only on existential constructions but also on the relatietwieen existentials and copular
constructions, these results cannot be considerexkplanationfor the DE. For example,
nothing in their approach explains why strong NPs such asetheaded bgveryor both
are strongly non-existential (i.e. occur much less in exigals than in corresponding cop-
ular constructions) in all the languages they examine. @iicational NPs are not related
in any obvious way to either a definiteness scale or an anifpexson scale, and it not
obvious why strong determiners should make the NPs theyracdwetter candidates for
canonical subject realization.
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More importantly, both Beaver et al.'s and Mikkelsen’s aots assume that existen-
tials and copulars have the same predicate-argumentwteyieind depend on the possibil-
ity of positing a single “input” for which the two construatis form competing outputs.
However, the discussion in chapter 4 clearly shows that nexistentials simply do not
have non-existential counterparts, or do not have suchtequarts with a similar mean-
ing. Furthermore, if the theory of existential proposis@rgued for in this work is correct,
then the predicate-argument structures of the two cortgingcare never similar, and can-
not both be members of the same candidate set for a givenih@yecifically, there is no
NP argument in existentials, only an NP predicate.

Lambrecht (2000) presents a more pragmatic version of #nisigl approach, based on
the theory of the pragmatic structuring of propositionsedeped in Lambrecht (1994). In
Lambrecht’s system, propositions are pragmatically stimecl into a presupposition and an
assertion. The functiofecusandtopic are relations between expressions and the propo-
sitions expressed by the sentences they appear in. An sikpnes a topic if its semantic
contribution is part of the presupposition. An expressi&a focus if its semantic contri-
bution is part of the assertion. The mapping between presgli@maument articulations (or
argument structure) and the pragmatic structure of a proposs regulated in terms of the
focus/assertion, and defines thfeeus categories

1. Predicate Focus(“categorial”): The predicate is in focus, one argumenpjdglly
the grammatical subject, is topic.

2. Argument Focus One argument is in focus, the rest of the sentence is topic.
3. Sentence Focug‘thetic”): Predicate and arguments are all in focus.

The focus categories and the focal status they assign ticpted and arguments can be
summarized as in (238).

(238) Lambrecht's focus categorieg= Lambrecht’s (2)):

FOCUS CATEGORY| ARG. IN FOCUS | PRED IN FOCUS
Pedicate Focus — +
Argument Focus + —
Sentence Focus + +

24The same is true if McNally’s analysis is adopted.
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The canonical or unmarked focus category is Predicate H&ftjs with a topic argument
and a focal predicate. Sentence Focus (SF) constitutesdserharked alternative to PF,
differing from it only in the focal value of the argument. Btentials are SF constructions,
and stand in paradigmatic contrast to copular construstiaich are the corresponding
PF constructions. The function of existentials is to makk tihe pivot NP, is not topical
but focal?® Thus, Lambrecht’s system, like Mikkelsen’s and Beaver &, gresupposes
that pivots are subjects. For him, marking subjects as foegns assimilating them to the
prototypical focal arguments, namely to objects, and heiges a host of crosslinguis-
tic evidence for the claim that subjects in SF constructi@ngots included, are subjects
with object properties. From the perspective of the analgsbposed here, this is again a
problem, because pivots are not seen as arguments at alptet as subjects.

Lambrecht makes no claims about the DE, but his approachistitat NPs that do not
readily occur as pivots are NPs that are difficult to conséisiebjects, and hence does not
seem like a promising route towards an explanation of thelD&difficult to imagine why
e.g. strong NPs, proper names or pronouns would be any niticeidito construe as focal
objects than indefinites.

6.5 A suggestion: predicates as foci

Another way to interpret Lambrecht’s idea is to say that thetiast between existentials
and copular clauses that is relevant to the DE is not betwagiects and objects but rather
between subjects and predicates. Existentials are indeedistructions, but what makes
them SF constructions is not that they feature a non-topidgkect realized as an object, but
rather that they consist of a single NP predicate congtiutie focus. Clearly predicates
are no less prototypically focal then objects. In fact, winakes objects prototypical foci
is the fact that they usually form part of the predicate.

25The intuition that the properties of existentials shouldibeerstood as stemming from their pragmatic
contrast with copular constructions is also found in Dowlt9q1). In discussing the typologically common
association of subjects with topics, Dowty points out thate consequence of this conventional association,
presumably, is that existential constructions in many leggs have a grammatical form that removes the
NP from normal grammatical subject status, possibly reptpit with a dummy NP or locative (Clark 1978),
thereby signifying that its referentisdT connected to previous discourse in the way that subjectsstetuld
otherwise indicate” (Dowty 1991:564).
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Such a reinterpretation can also be used to understand thieggof Mikkelsen and
Beaver et al. The properties they associate with subjegsdefiniteness or animacy) can
equally well be associated with topics, making the relecantrast one between topics and
foci, and hence also between subjects and predicates.

My conjecture is therefore that since pivots are the mainlipeges of their construc-
tions they must be focal, and that the crucial property of N€®rmining their compat-
ibility with pivot position is their topicality. Defining tpicality, and especially sentence
topicality (as opposed to discourse topicality) is notosiy difficult and | do not attempt
to so so here. However, for most NP types that have been daimbe problematic in
existentials it is possible to say why they are likely to bgic¢al in terms of the (admittedly
vague) notion ohboutnesge.g. Reinhart 1982, 2005).

The simplest case is that of definites, proper names and pnan&uch expressions are
individual-denoting, specific, and their use is generatlyaciated with a presupposition of
familiarity, all of which makes them very likely to be aboess-topics. The question is
then why all of these types of NP in fact occur in existentipésticularly why they appear
in CEs or ‘list’ contexts as discussed above. My suggessdhat the cases in which such
NPs occur in existentials are cases in which they can be deresi focal relative to the
implicit contextual domain they predicate over. For exampbnsider a CE like (239).

(239) There’s my father.

Such a sentence normally functions as an answer to a quéstipwho can pick us up from
the airport? or some other context evoking a set of alternatives. Theéesbithus makes
salient a set — the set of alternatives — and the issue ofamtevis what the alternatives
are. In other words, a possibly non-empty set of alternaisetroduced into the common
ground and becomes the topic of conversation. A natural wagltiress this topic is with
a sentence in which the set of alternatives is the aboutopgsdr sentence topic. On the
theory of existentials | am arguing for, existentials aleagnvey predicates of contextually
given sets and assert what these sets contain or do notrcaartdiare thus prime candidates
for such a context.

The more difficult case is quantificational NPs sucleasry boyor most boys Such
NPs are generally seen as non-referential, and it is nobabwhy they should be particu-
larly topical. | follow a suggestion made by Beaver (200%aading to which the topicality



CHAPTER 6. THE DEFINITENESS EFFECT 119

of a quantified expression is related to tives onproperty defined by Barwise and Cooper
(1981) as in (240).

(240) InamodelM = (E,[[]]), a quantifierQ lives on a setA C FE if @) is a set of
subsets o2 with the property that, for anyX C F,
XeQiff ( XNA) eQ.

For example, a quantifier like the one denotedelvery boylives on a setd if for any
property P, if every boy is aP then every boy is &P N A). Thus since for any property
P itis true thatevery boy P®ntailsevery boy is a boy who Psvery boycan be said to
live on the set enoted dyoy. Another way of conceiving of thieves onproperty is simply
this: a quantifier lives on a set if it is possible to evaludke quantificational structure it
introduces by just looking at that set. In other words, a ¢jtianlives on a set if it is
conservative on that set. The conservativity universpeaged in (241), assures that every
guantifier expressible by a natural language determinarisearvative on its restrictor set.

(241) For any determindp, and any two setd, B C F,
D(A, B) = D(A, (AN B))

Thus any GQ constructed from a determiner and a common nouivean the set denoted
by the common noun, which is the restrictor set for that GQ@ TQ denoted by a pivot
therefore can always live on the set denoted by the pivotisnaon noun.

Beaver suggests thaboutness hypothes(g/hich he relates to Lappin and Reinhart
(1988)) in (242).

(242) Aboutness hypothesigBeaver 2005):
A quantificational sentence must be about a set on which difjeam the sentence
lives.

The aboutness topic of an existential sentence, on thisestigg, is the expression con-
tributing the set on which the quantifier in the pivot livesnc the quantifier denoted by
the pivot can always live on the set denoted by its common pallipivots (viewed as
GQs) are potentially the topics of the existential sentém@éhich they occur. But if pivots
are to be predicates, they must be focal and hence at leasted non-topical. Given the
aboutness hypothesis, for a pivot to be non-topical woudire for it not to live on a set
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that it contains, i.e. to live on the scope set. The questidharefore wherether there are
pivots that can live on their scope sets.

A quantifier that can live on its scope set is exactly a quantifiat is second-argument
consevative as defined by Keenan (2003). Hence second-anjwonservative pivots are
pivots that are not topics by the aboutness hypothesis. rapgrtional GQs do not de-
note second-argument conservative quantifiers and soaegstopics by the aboutness
hypothesis.

The analysis of pivots as predicates of contextual domdiuas teveals an attractive
convergence of views. Lambrecht's and Abbott’s claim thaoys are focal NPs, when
interpreted as stemming from their predicative statuhérathan their object status), fits
smoothly with Keenan’s generalization that pivots are sd@gument conservative, when
the latter is interpreted as a property of predicates of diesnaFurthermore, a view of
pivots as predicates and hence as focal is also in line weHitldings of Beaver et al.,
i.e. with the fact that the DE is gradient. NPs that are higblyical might still occur
in an existential, nothing in the syntax or the semanticsefdonstruction prevents this.
However, if a truth conditionally equivalent constructisnavailable in which such NPs
can be topics (e.g. a truth conditionally equivalent copalause), that construction will
block the use of an existential. Similarly, if an NP is verwlm topicality, for example if
the only topic property it has is that it denotes a GQ and hpnssibly qualifies as topic by
the aboutness hypothesis, then the availability of a tratidtionally equivalent existential
blocks its use as a topic in a copular clause (hence the orgsstic aversion to indefinite
subjects).

The remaining issue is type-denoting pivots. It does ndofofrom anything | have
said about topicality and the predicate status of pivotsdgeain topical quantified pivots
should be less topical when quantifying over types. My sstige is that what | have been
calling type-denoting NPs are semantically not what th&yrseand do not in fact involve
guantification over types, kinds, varieties etc. If they, dicbn one would expect their scope
sets to be prototypically contributed by kind-level predés. But in fact such predicates
are generally disallowed in the coda of existentials withdkdenoting NPs, as shown in
(243).

(243) *There is every kind of dolphin common/widespreatfext here.

On McNally’s instantiation analysis this is not a problemn @at analysis, codas are
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controlled by the entities instantiating the property deddy the pivot. The meaning of
a sentence lik&There is every kind of dolphin widesprealdould therefore be (informally
represented) as in (244).

(244) Every kindk which is a kind of dolphin is instatiated at a spatiotempardéx in
which the entities instantiating it are widespread.

But this meaning involves predicating the kind-level poadewidespreadf entities that
are not kinds, and is therefore predicted to be odd. This &frekplanation is unavailable
on a GQ analysis of pivots.

However, the core intuition behind McNally’s analysis op&rdenoting pivots is that
the existential sentence makes a claim about the existdnostances of the kind named
in the pivot. In a sense then the “real” quantification in ars&ntial with kind-denoting
pivot is an existential one over instances. My idea is thpétglenoting pivots with strong
guantifiers are semantically weak quantifications oveaimsts.

Motivation for this idea comes from the observation thatphaes in (245) and (246)
are semantically equivalent.

(245) a. There was every kind of plant in her lab.

b. There were plants of every kind in her lab.

(246) a. There was every variety of poodle in the show.
b. There were poodles of every variety in the show.

The GQ denoted by e.g. the pivetery kind of planin an existential is therefore really the
second-argument conservative, weak GQ represented if. (245 GQ is an unproblem-
atic denotation for a pivot on any GQ analysis.

(247) AP ey [VK (e Kind-of-plan{ K') — Jz.[K () & P(z)]]]

The meaning of a type-denoting pivot thus involves a unalegsiantifier over kinds
taking scope over the existential quantification over ins¢s. This is exactly as expected
if the NP every kind of plants semantically interpreted in the same way as an NP involv-
ing a post-nominal modifieof every kind since quantificational post-nominal modifiers
generally give rise to so called inverse scope, as showrdi) (@ee also section 4.1.1).
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(248) A plate on every table is broken.

A complication for this approach arises from examples sisal249), pointed out to me
by Cleo Condoravdi.

(249) There is every kind of dolphin thriving here.

This sentence seems to be about kinds, not instantiatiodgharefore seems to show
that kind-level predicates are possible codas, and thatdgmoting quantificational pivots
can in fact quantify over kinds. If this is the case then qifigdttype-denoting NPs are bet-
ter characterizaed as ambiguous between GQs over instamsiand GQs over kinds. This
is problematic for McNally’s account which requires thetargiation interpretation, and as
far as | can see such examples are not derivable in her sy§iera.GQ account of pivots
they present no problem, since there is nothing in the seosabkocking quantification
over kind-individuals.

However, pivots interpreted as quantifying over kinds Ww#l regular universals and
hence not second argument conservative, and they aredherm{pected to be restricted
in existentials. As shown in (243), this is indeed the casgeneral. The occurrence of
occasional examples with kind-denoting universally gifick pivots is not unexpected on
the current approach to the DE. While such NPs can be sentepios according to the
aboutness hypothesis, they would otherwise rate ratheolotepicality, since they are not
referential and furthermore quantify over abstract estiti

The proposal sketched here is prelimenary. It does not explay NPs expressing
existential quantification over instances actually lodde luniversals, and it does not show
how to derive the meaning of type-denoting pivots compaosidlly. Fleshing out a full
analysis of type-denoting pivots and of wide scope postinahmodifiers is beyond the
scope of this work. However, | point out that this is not a ctetgdy unique case. A very
similar thing happens with so called weak definites. For gdlapthe definite NP in (250a)
is paraphrasable as, and distributes like, a weak indefamsten (250Db).

(250) a. The body of a sailor.
b. A sailor’'s body.
Finally, the approach to kind-denoting pivots sketcheceh@ovides a key to under-

standing some facts about the DE accross languages. Asgant earlier, Hebrew al-
lows very many NP types in existentials that are strongltricted in English existentials,
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including universals, proper names and pronouns, as ex@dph (251).

(251) a. yeSt kol ha-sfarimSel=ax ba-sifriya.
Ex accall the-bookf[3.f.s]in.def-library

The library carries all your books. (Lit.: There are all ytwaioks in the library.)

b. yeSet xomsky be-MIT.
EX accChomskyin-MIT

In MIT they have Chomsky. (Lit.: There is Chomsky in MI%.)

c. ha-beaya im ha-perax ha-ze Se en oto be-SummiStala.
the-problemwith the-flowerthe-thisthatex himin-neg nursery
The problem with this flower is that its not in any nursery.
(Lit.: ... there isn’t him/it in any nursery.)

A brief consideration of all these examples reveals that étienvolve type-denoting pivots
interpreted with weak quantification over instantiatio$ius (251a) says that there are
(indefinitely many) copies (or tokens) of each of your bowkthe library. similarly, (251c)
does not claim about a particular flower that it cannot be dounany nursery, but rather
claims about a type of flower that no instances of it can bedanrany nursery.

(251b) is a more interesting case, since Chomsky is an indyjidot a type. The key to
such examples is in the meaning of codas. On the analysigsieakals argued for here,
codas are modifiers contributing contextual domains. Asudised in chapter (4), modifiers
typically encode part-whole relations. MIT, being an ingion, has constitutive parts, and
among its constitutive parts are the teaching faculty. K2%hn only be understood as a
claim about MIT’s teaching faculty, not as a claim about Ckly's physical location. In
fact, the sentence is completely consistent with Chomskypaimg present at MIT at the
time of utterance, or even with Chomsky rarely being preaeMIT. The important point
is that as a faculty member, Chomsky becomes something gfea ity the sense that any
number of faculty-lists can include Chomsky as a member.tyhpeChomskys therefore
the set of occurrences of Chomsky as a part in some whole.

Thus, the variation between Hebrew and English is not so nmuevhich NPs occur
naturally in existentials sentences, but in which NPs cagive type interpretations. This
is a positive result given a pragmatic view of the DE such astie | am arguing for. The

26Note that this sentence is not a possessive sentence. SwrssesHebrew are marked with dative case,
which is distinct from the prepositidoe ‘in’.
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requirement that predicates be focal is not expected tosignyficantly accross languages.
But there is no reason to expect languages not to vary in tieaeto which they allow NPs
to receive type interpretations without overt marking.

6.6 Summary

This chapter started out with the observation that the exisl question is logically inde-
pendent from and logically prior to any explanation of the. Dihis respect, the question
of what underlies or determines the distribution of NP typesexistentials is secondary
to the main topic of this work. Nevertheless, the analysiexa$tentials proposed in this
work, and particularly the assumption that pivots are seitaly the main predicates in the
construction, can be linked in a productive way both to trstridtiution of NPs in English

existentials and to crosslinguistic variation in this disition.

It has been observed by many authors that the DE is not addyuscribed as a
categorial ban on some class of NPs. Instead what is reqisirad explanation of why
some NP types seem to require special circumstances to faticitously. Two particular
instances of such special circumstances were discussediledlist readings of formally
definite NPs and NPs involving quantification over kinds. dusd that approaches based
on semantic properties of determiners cannot explainre¢ththese cases, and that prag-
matic explanations based on positing a hearer-newnessam®n pivots is empirically
problematic as well as conceptually vague. Instead, | sstggehat the DE arises as a con-
sequence of the fact that pivots are predicates and as syaiha@ to be focal. Thus, while
in principle no NPs are blocked from occurring as pivotshhigopical NPs such as def-
inites, proper names and pronouns are generally blockeduthy-¢onditionally equivalent
copular constructions in which they function as topics.f8NEs occur as pivots only when
they must, i.e. in contexts where no such construction igaa. For example, an NP that
names or quantifies over a part that does not exist indeptpdéa whole is blocked from
occurring as a topic of a predicate naming or quantifying ¢lve whole. Similarly, an NP
naming or quantifying over the members of a set introducqai@iy as the aboutness
topic in the conversational context (e.g. by a quesiton ke can play Hamlgtcannot
itself be introduced as the aboutness topic and must beduntexl as a focus.

Under certain assumptions about topicality and quantifinathis approach was argued
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to extend to quantificational NPs. NPs quantifying over kimgere analyzed as semanti-
cally indefinite. This analysis was furthermore claimedxplain the apparent lack of a DE
in langauges like Hebrew. Finally, | claimed that this agmtoto the DE ties together var-
ious suggestions in the literature that have not been tetateach other, such as Keenan’'s
(2003) result that NPs that are natural pivots are conseevah their second argument,
Abbott’s (e.g. 1992) idea that definite pivots require catualization in order to be focal.



Chapter 7
Conclusion and general implications

This work set out to explicate the nature of the propositiexgressed by existential sen-
tences. To conclude | summarize the argument laid out in thegpling chapters and the
main insights they provide into the semantics of existéobastructions.

| started out with the observation that pivots are the onlystituents of an existential
construction that are universally available and obligatdrtook this to suggest the hy-
pothesis that, contrary to the suggestion of existing séimanalyses, pivots are not the
subjects of some predicate but rather are themselves threpredicates of existential con-
structions. This raised the question what pivots are patelscof, and what they say of their
subjects.

The answer | suggested is that pivots express (simple or lexjngroperties of contex-
tual domains, which are contextually determined sets (fan®le, sets of individuals or
sets of times). Specifically, pivots say about such contgxtamains what they contain or
do not contain. This answer echoes the intuition, found im-fowmal research, that exis-
tentials areaboutthe context or the discourse situation (Erteschik Shir )9Bpresented
a formal theory of existential propositions fleshing ousthnswer. The core of this theory
is that pivots are NPs denoting generalized quantifiersséts of sets (though not neces-
sarily sets of sets of individuals), and that they have ariotiargument corresponding to
the scope set. The value of this argument is determined bgxonThe essential param-
eters that context must supply in order for the argument @foikiot to be determined are
an entity (broadly construed, including individuals bwgatimes, locations and possibly
other types of entities) A corollary of this basic theoryhattcodas are not predicates but

126
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modifiers, on a par with other contextual modifiers such apteal and locative sentential
modifiers.

The theory of existentials | propose is at the same time namdl conservative. In
essence, it retains the semantics of existentials in Keét28i7) and Keenan (2003), in
which existential propositions are formed from a geneealiguantifier and a set. It also
retains the approach to codas in McNally (1992), accordingttom they are adjunct mod-
ifiers, and shares with the analysis in Zucchi (1995) (alserté® 2003) the intuition that
the role of codas is to delimit a domain for the interpretatib the pivot. However, it also
departs in crucial respects from each of these analysespé#rts from Keenan’s analysis
in that the scope set to which the pivot applies is not coateit directly by the coda. It
departs from McNally’s analysis in that pivots are not asewproperty denotations, in
that no instantiation predicate is assumed, and in thatscadanot modeled as secondary
predicates. It departs from Zucchi’s analysis in that cabttasot make a contribution to the
restriction of the quantifier denoted by the pivot but to tbepe.

Contrasting this theory with existing ones brings to lightigus phenomena that have
not been considered in the literature before. These indlbdeaange of interpretations
available to bare existentials, and various propertie®dés which differentiate them from
corresponding post-copular predicates, such as the estpnesf part-whole relations, the
interpretation of codas with free relatives, codas withgeral expressions of duration,
codas with quantifiers and codas with free choice items.Ueddhat these types of data are
unexpected on existing approaches, and demonstrated leordposed analysis handles
them.

| also suggested an approach to the definiteness effect bagbds analysis. This ap-
proach led me to two related conjectures about the semanitpigot NPs involving kinds
or types (e.gevery kind of musjcand about crosslinguistic variation in the manifestation
of the DE. | suggested that NPs involving quantification direds are in all relevant cases
analyzable as existential quantifiers over instances atdearce unrestricted in pivot role.
| then turned to the observation that modern Hebrew seemmeétyflicense many NP
types that are highly restricted in English existentialgsas proper names and personal
pronouns. | pointed out that in all cases, such NPs in Hebrevew fact interpreted as
involving type/kind readings. The difference between H&band English was therefore
claimed to arise from differential availability of such d#ags for NPs not overtly involving
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a type or kind denoting lexeme.

If the theory of existentials proposed here is generallyesir it has several more gen-
eral implications for the grammar of existentials as welf@asheir relation to other con-
structions.

The proposed theory undermines a very widespread conoegitithe synchronic, di-
achronic and typological relation between existentigbutar and possessive constructions.
This view, named théocative hypothesiby Freeze (1992) (see also Lyons (1967); Clark
(1978) among many others), sees the three constructionavasgha single underlying
structure with a shared semantics, in which an NP and someciPe§ponding to the
pivot and the coda in existentials) stand in a subject-pegdirelation. If | am right, then
existentials and copular constructions involve compjedéfferent predications and do not
share an underlying semantics. On the other hand, the sieshptopose goes a ways in
elucidating the close affinity between existentials andspssives, since the basic relation
expressed in an existential is oneanfntainmentwhich can naturally be construed as a
possessive relation. The details of an account of the ewiatgpossessive relation in terms
of the semantic theory developed here must however be Iefiifore research.

Relatedly and more generally, if my analysis is on the righthk, then a whole range
of syntactic analyses of existentials, those based on altdcsmall clause, cannot be
correct either. Several authors in the syntactic litemhave already argued this point (e.g.
Jenkins 1975; Williams 1984; Hazout 2004), but they havemoty knowledge provided
an alternative semantic analysis to the one implied by sohelise analyses.

The semantic properties exhibited by codas are linked in mayyais to modification.
Formally, codas are modeled using a mechanism requiregoémdiently for contextual
(temporal and locative) sentence modification (Pratt aad¢ez 2001; von Stechow 2002).
Thus, the proposed theory can be seen as motivating a geheaay of modification in
terms of quantification over contextual variables. Existds prove to be a rich locus
for identifying the semantic properties of modifiers, sushttzeir tendency to take wide
scope, to map to the restriction of operators such as therigesgerator and adverbs of
guantification, and their ability to accommodate part-velr@adings.

The analysis also has the interesting consequence thahsestand noun phrases both
have generalized quantifier meanings. While | cannot erpibis aspect of the analy-
sis in any detail here, it is an intriguing result which midpatve important consequences
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elsewhere in semantics and perhaps also morphosyntansegoences.

Many other issues and questions of detail stemming fromnisevar given here to the
existential question remain open. These have to do fornostavith the nature of con-
textual determination, the semantics of implicit argursearid the status of unarticulated
constituents, the nature of predication and its relatidioimal operations such as function
application.

Finally, if pivots are predicates then this should be redlddh their morphosyntactic
realization across languages. In fact, based on prelimiresearch (partly reported in
Francez 2006), there is evidence from a range of languag®sirgip that pivots do not
behave morphosyntactically like core arguments, whethbjests or objects, neither in
terms of coding properties nor in terms of behavioral propsr The theory of existentials
| argue for thus opens up new lines for the reinvestigatioimefmorphosyntax of existen-
tials, which in turn may sharpen our understanding of thati@h between meaning and
morphosyntactic form.
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